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ABSTRACT

Depression is a serious mental health problem affecting the mind and body of
people in our society. As of today, depression affects about 5 to 7% of the American
population, which roughly translates to 14 million people! A particularly worrying
concern these days is the increasing incidence of depression among college students. The
problem is so severe that many US campuses have dedicated centers with mental health
professionals catering to students needs. Although there are very effective treatments
for depression, studies report that ~80% of depressed students do not seek any help due
to the lack of perception of the problem, low self esteem, and loneliness.

The aim of this thesis is to develop a transparent depression identification/classi-
fication framework that can be deployed in college settings. The premise of this thesis
stems from surveys in the mental health community revealing extensive known corre-
lations between Internet use and Depression. The thesis investigates the feasibility of
identifying and classifying depression via mining real Internet usage patterns derived
from Cisco Netflow data.

To the best of the authors knowledge, this thesis is the first to study depression
using real Internet data. As a result, several new statistical results correlating Internet
use with depression is presented. Additionally, this thesis takes a quantum leap forward
in transparent depression detection by developing a classifier that can predict depression
with ~74% accuracy, demonstrating the feasibility of the approach. The performance
was further improved to ~84% by considering deviations in baseline Internet activity of
a user.

The strength of the proposed framework lies in its practicality, extensibility, trans-

parency, and privacy preserving nature.
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1. INTRODUCTION

The Chapter begins by stating the problem description and motivation for con-
ducting this research. This is followed by the main research question(s) and a very brief
outline of the proposed research approach. The chapter closes with an outline of this

thesis along with the major research contributions.

1.1. PROBLEM DESCRIPTION

Depression is a serious mental health problem affecting the mind and body of
people in our society. It affects about 5 to 7% of the American population, which
roughly translates to 14 million people! [63, 9] Depression not only impacts personal
aspects of everyday life such as eating, sleeping, working, and relationships, but also
exacts an economic cost of over $83 billion each year in lost productivity and increased
medical expenses.

A particularly worrying concern today is the increasing incidence of depression
among college students. In the US alone, surveys have shown that 14.3% of female
and 7.3% of male students have been diabolized with depression [63], which is much
higher when compared to the national averages. The problem is so severe that many US
campuses have dedicated centers with mental health professionals catering to students
needs. Although there are very effective treatments for depression, studies indicate that
over two-thirds of depressed people do not seek treatment simply because they do not
recognize the symptoms until the damage is done. In most cases, depressed people tend
to keep to themselves and are extremely reluctant to seek help [75]. In fact, more than
80% of depressed college students do not seek any help at all [30, 8].

If left undetected and untreated, depression can cause severe health impacts like
loss of appetite, sleep disorders, chronic fatigue, anxiety and panic attacks, which could
ultimately lead to an increased propensity for suicide and violence among students.
Depressed students also suffer from poor academics, decreased work place performance
and high drop out rates, all of which have severe debilitating impacts to the overall
academic environment in our colleges. The problem is so severe that depression has
been identified by a variety of studies as being among the leading causes for death
amongst the US college population [50, 63, 35]. Therefore, there is a critical need

to detect depression in a transparent and simple manner.



1.2. INTERNET USAGE AS A MARKER FOR DEPRESSION

In order to identify depression, the first step is to look at attributes that are known
to be correlated with depression. While this opens up a plethora of possibilities, the list
can be narrowed down by focusing on attributes that can be monitored transparently
and are available in college settings. Internet usage is one such possibility. This section
begins with the motivation as to why Internet usage was chosen. This is followed up by a
brief literature review of interesting correlations between Internet usage and depression.

1.2.1. Motivation. There are several reasons for choosing Internet usage over

other attributes:

e Availability: College students extensively use the Internet. In fact, it is expected
that more than 95% of college students use it actively [5, 4], making it a widely

available feature.

e Extensive known correlations: There is a vast body of psychology literature
correlating internet usage activity with depression. Not only is depression linked
to internet use, but other factors such as academic performance, loneliness, eating
disorders etc., which are correlated with depression are also known to be cor-
related with internet usage (a detailed description is provided in section 1.2.2).
Therefore, internet usage implicitly accounts for a vast number of other attributes
that are correlated with depression and can, therefore, prove to be instrumental

in classifying depression.

e Transparent and negligible deployment costs: Internet usage can easily
be monitored in college settings. In fact, most universities typically have an
on-campus IT department that already logs internet flow level information for
identifying attacks, p2p downloads etc., thereby alleviating the need for special

infrastructure.

e Privacy preserving: Compared to other behavioral attributes, Internet usage
remains as the only attribute that can easily be monitored in a hassle free, trans-

parent and privacy preserving manner!

1 Privacy preserving aspect is detailed in chapter 2



1.2.2. Correlations between Internet use, Depression and related an-
cillary factors. @ While the benefits of Internet use for academic learning, research
and social networking are well known, several recent studies are exploring downsides
of Internet use among college students. The foundations for such explorations mainly
stems from the fact that the Internet provides an alternative platform for students to
replace their otherwise normal activities in the real world by an online virtual world
that is secretive, and where repercussions are not immediate. Under such situations,
it is increasingly likely for an already vulnerable student body to be easily victimized.
Recent studies show that increased Internet use leads to loneliness and social isolation
in the real world [59, 16], which are known to increase the formation of mal-adaptive
attitudes particularly among adolescents.

Studies conducted in [16, 52, 77] demonstrate that students with excessive Internet
use have poor academic performance, and higher drop out rates. More seriously, exces-
sive Internet use has also been linked to increased Obesity and eating disorders [69, 77],
Cyberstalking [44] and even harassment [84] among college students, all of which exhibit
a positive correlation with depression.

In the last decade, one issue that has received a considerable amount of attention
is the impact of Internet usage among college students on their Mental Health. A
pioneering study by Young and Rogers in 1998 [86] demonstrated that students with
depressive symptoms used the Internet five times more likely for non-academic purposes
than those without symptoms, which is also validated by a 2006 study conducted by
Campbell et al. [23]. Another study by Morgan and Cotton also concluded that the type
of activity engaged on the Internet influenced various levels of depression among college
students. When Internet was utilized for non-communication oriented activities such as
shopping, their study showed that levels of depressive symptoms among students tended
to increase [60].

More recently, studies conducted by Lam and Peng [54], and by Morrison and
Gore at the University of Leeds [31] also conclude that teenagers who spend signifi-
cant amounts of time online are much more likely to be depressed than casual users.
Researchers found striking evidence that students are developing compulsive Internet
habits, whereby they replace real-life social interactions with online chat rooms and so-
cial networking sites, leading to increased isolation and anxiety. Their claim is further

validated by Stevens and Morris’ study [73].



Recent studies on excess online gambling by students [53, 39, 65], and frequent
visits to health websites [21] have also shown to be indicators of depressive behavior.
From the perspective of usage time, studies in [7, 37, 86] show an increasing incidence of
depression among subjects who are are active online at late nights, and are consequently
sleep deprived and fatigued.

From the aforementioned literature review, it is clear that there are many aspects of
internet usage that are correlated with depression. Whether or not internet usage causes
depression is debatable; it is, however, immaterial to this study as this thesis focuses on
predicting depressive behavior based on internet usage patterns. Figure 1.1 summarizes
various correlations exhibited between depression, internet usage and related ancillary
factors. In summary, it indicates how four basic Internet attributes, namely, Category
of Internet use, Repeat visits to same sites, Excessive Internet usage duration and Night
use have debilitating impacts to various related aspects of the mental health of college

students, which indirectly correlate with depressive behavior.

Excessive Internet Use in
General

Health Obsession Cyber La
Gambling Chat Rooms Information, Q&om Stalking Obesity Slee
Harassment
/ Poor Poor
Salf. A d
Financial ﬂms

Mlsmana-gemy\ ’wwty

Excessive Night Use

Category of Internet Use Repeated Website Visits

Excess
Fatigue

Real World

Figure 1.1. Correlations between Internet Use, Depression and related ancillary factors
in College Students



1.3. RESEARCH QUESTION AND MAJOR CONTRIBUTIONS
In light of reasons correlations described in section 1.2, the main research question

addressed by this thesis is as follows:

Is it possible to detect and classify depression based on internet usage activity

in a transparent and privacy preserving manner?

While there is a lot of existing work on correlations between internet use and
depression, to the best of the authors knowledge, an attempt to identify and classify
depression based on internet use has never been done before. Considering the fact that
depression is an extremely complex mental health disorder, coupled with the lack of
related research, this is not an easy task. The difficulty is further exacerbated by the
fact that sensitive internet attributes such as email messages, keystrokes etc., cannot be
used due to privacy concerns. This thesis, therefore, presents an original work with the

following as its major contributions:

e Privacy Preserved Depression classification: As stated earlier, it is critical to
use Internet attributes that preserve the privacy of a user. By using Cisco Netflow
data (internet flow level statistics) as a representative of users internet activity, a
classification accuracy of ~73% was achieved, demonstrating the feasibility of the
approach. The accuracy was further improved to ~85% by considering netflow
baseline deviation patterns. As netflow data represents flow level statistics that
are already monitored by most universities on-campus I'T department, user privacy

is not compromised.

e Deeper Understanding of Internet and Depression: While there is existing
work on Internet usage and Depression, they are based on surveys and are sus-
ceptible to self reporting bias. For example, it is not very hard to imagine why
people might be reluctant to report g‘ambling usage. To the best of the authors
knowledge, this study is the first to use actual internet data. While some existing
hypothesis were validated, several new correlations were discovered. In particular,
this is the first work to uncover correlations between Internet usage entropy and

depression, which is previously undocumented in psychology literature.

e Foundational work for identifying other disorders: The work lays a foun-

dation for understanding the relationship between Mental Health and Internet



use in an increasingly cyber networked world. The author believes that the
developed framework can be applied to study and detect other disorders like
Anorexia, Bulimia, ADHD etc., all of which are shown to be correlated with In-
ternet use [73, 85, 46).

e Positive Impact on College Life: Early detection/intervention for depressed
students will lead to enhanced student productivity, minimizing drop out rates.
The immediate future work is to collaboratively use results from this project to
also design tutorials for all our students on both healthy and un-healthy Internet

usage, and its impacts on mental health.

1.4. THESIS ORGANIZATION

Excluding this chapter, the remainder of the thesis is organized in the form of five
chapters.

Chapter 2 describes the research methodology along with the necessary infrastruc-
ture and processes used to obtain relevant data. In particular, details on participants,
survey process, and acquisition of internet usage data is described. Internet usage is ob-
tained in the form of Cisco Netflow data by collaborating with Missouri S&T on-campus
IT department. Privacy and related concerns are also addressed in this chapter.

Chapter 3 describes netflow preprocessing and feature extraction process in detail.
In particular, three levels of features are extracted, each with increasing level of informa-
tion content. The chapter closes by presenting a detailed account of various statistical
insights obtained.

Chapter 4 is solely devoted to the main research task of building a depression
classifier. First, the research task is formalized to simplify discussion. The chapter begins
by describing a new similarity metric for computing the distance between netflow data
sets. The latter portions of this chapter describes the mathematical similarities with
other problem domains. By leveraging on these similarities, some methods are directly
applied while others are specialized for the task of depression classification. The chapter
concludes by presenting performance metrics such as the accuracy, precision and recall
for the proposed classification models.

Chapter 5 builds on insights gained in Chapter 4 and describes the development

of an improved classifier that is able to predict the likelihood of increase or decrease in



depression by examining baseline deviation patterns in netflow data. Additionally, new
statistical results are also presented in this chapter.

Finally, Chapter 6 concludes the thesis by summarizing all the major results. In
addition, several potential approaches are described for improving the classification ac-
curacy, intended as a guide to future researchers who wish to extend and build on this

thesis.



2. RESEARCH METHODOLOGY AND SETUP

This chapter begins with a description on what exactly constitutes the “Internet
usage”. This is followed by a brief description of the proposed research methodology
along with the detailed description of the necessary research infrastructure and data
collection process. Privacy and related concerns are addressed towards the end of the

chapter.

2.1. CISCO NETFLOW™AS INTERNET USAGE DATA

Internet usage is a very broad term. Part of the challenge is to identify internet
attributes that do not compromise a persons privacy. As an example, consider email
messages. One approach for classifying depression is to look for words like “unhappy”,

Y

“disappointed”, “gloomy” etc. in email messages. Based on the word frequencies,
it is reasonable to assume that a probabilistic classifier can be built based on word
frequencies. One can even go to the extent of identifying words that separates a set
of depressed people with non-depressed people by monitoring email messages of the
participants. However, even if such a classifier is successful, it is unlikely to be adopted by
universities due to privacy concerns. Similarly, the possibility of monitoring keystrokes,
instant messages etc., are also ruled out.

In this thesis, Cisco Netflow™data was used to characterize the internet usage of
an individual. Very briefly, Cisco Netflow technology [1] is a proprietary protocol for

collecting IP traffic information and is widely accepted as the de-facto standard. The

netflow data consists of several “flows”. Cisco defines a flow as follows [2]:

A flow is identified as a unidirectional stream of packets between a given
source and destination - both defined by a network-layer IP address and
transport-layer source and destination port numbers. Specifically, a flow is

identified as the combination of the following seven key fields:

Source IP address

Destination IP address

Source port number

Destination port number



e Layer 3 protocol type
e ToS byte

e Input logical interface (ifIndex)

One of the immediate benefits of using netflow is with regard to privacy. As flows
represent traffic level information, a fair amount of privacy is ensured. In some sense, it
can be considered as the equivalent of the calling information of a phone conversation,
not the conversation per se. However, one critical question remains: “Is flow level
information sufficient to classify depression?”.

While there is no previous research in this direction, the use of netflow is motivated
by its recent success in building robust spam classifiers [71, 33] and Intrusion detection
systems [89, 64, 36, 12]. If one can identify spam and network intrusions, simply by
looking at patterns in netflow statistics, it is at least worth investigating if depressive
users can be identified in a similar manner. One might argue that depression is more of
a behavioral attribute when compared to spamming and intrusions, both of which are
network centric activities; however, there are increasingly large number of applications
where netflow data was used to identify behavioral attributes. For example, Chen et
al. showed that users can be identified with 90% accuracy solely based on their active
and idle time distributions in an online game-play activity [28]. More interestingly, a
recent study showed that a persons internet usage activity represented by Cisco netflow
data can be used as a behavioral biometric, achieving a classification accuracy of up to
90% [57].

In section 1.2.2, it was shown that depression is correlated with four basic Inter-
net attributes: 1) Category of Internet use; 2) Obsessive behavior (repeated visits to
same websites); 3) Duration; 4) Time of usage (day vs. night usage). While flow level
statistics do not capture these attributes directly, a surprisingly large number of related
features can be derived. For example, one can track obsessive behavior by looking at
the frequency of visits to the same destination ip-address. Alternatively, the type of
activity, i.e., chat, gaming etc., can be identified by filtering flows based on destination
port and protocol fields. In fact, it will be shown in latter chapters that most of the
relevant features (as mentioned in section 1.2.2) can be derived from Netflow data.

2.1.1. Netflow versions. There are several versions of Netflow. Versions 1,
5, 6, 7 and 8 export packets over UDP. This means that packets can be lost, because

UDP doesn’t guarantee packet delivery. Lost packets can be detected by going over
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the sequence numbers in the Netflow packet header. Netflow versions 5 and 9 are very
popular among research communities. Version 9 is designed to be transport protocol
independent, but UDP is still commonly used. It is designed to be extensible and makes
use of templates that can be defined by the user.

Even though netflow v9 provides greater flexibility, netflow v5 was used because of
its simplicity. It provides a simple and clear way to gain insight into the network and is
able to give answers to questions like who is (has been) communicating with whom, how,
when, for how long and how much data they are transferring. A detailed description of

a vb flow record is given in Table 2.1.

Table 2.1. A Netflow v5 Record

| Bytes | Contents | Description

0-3 srcaddr Source IP address
4-7 dstaddr Destination IP address
8-11 nexthop IP address of next hop router

12-13 | input SNMP index of input interface

14-15 | output SNMP index of output interface

16-19 | dPkts Packets in the flow

20-23 | dOctets Total number of Layer 3 bytes in the packets of the flow

24-27 | first SysUptime at start of flow

28-31 | last SysUptime at the time the last packet of the flow was re-
ceived

32-33 | srcport TCP/UDP source port number or equivalent
34-35 | dstport TCP/UDP destination port number or equivalent

36 padl Unused (zero) bytes

37 tep_flags Cumulative OR of TCP flags

38 prot IP protocol type

39 tos IP type of service

40-41 | src_as Autonomous system number of the source, either origin or
peer

42-43 | dst_as Autonomous system number of the destination, either ori-
gin or peer

44 src_mask | IP protocol type

45 dst-mask | IP type of service

46-47 | pad2 Unused (zero) bytes
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2.1.2. Flow Exports. Netflow operates by creating cache entries. This
means that for every connection between hosts, an entry is made in the cache. For each
combination of key fields, the stored information includes octets send, packets send,
start time, end time and TCP flags. The information included depends on the Netflow
version and set-up and is accessible by using the Command Line Interface (CLI) for an
immediate view of the Netflow cache or by exporting Netflow data packets to a Netflow
Collector (used in this research) [3].

Flows are exported from the cache when the following events occur:

A TCP flow is ended by a FIN or RST flag

When a flow has been inactive for a specified time (the inactive timer)

When a flow has has been active for a specified time (the active timer)

When the Netflow cache is full

The inactive and active timer can split flows, resulting in the same flow, broken
into several smaller flows. These records will have to be merged during the analysis.
Another thing to keep in mind when using Netflow data is that flows are defined as a
unidirectional stream of packets. For a successful connection between two hosts, Netflow

will export two flows, one for each direction.

2.2. RESEARCH APPROACH

This thesis is accomplished via a three phase procedure.

e Phase I - Privacy preserved data collection: In order to classify depression
based on internet usage, both depression score and internet usage data associated
with a person is required. This data is obtained from the student population
of Missouri S&T, volunteering to participate in the study. Depression score is
obtained on a scale of 1-60 and is based on Center for Epidemiologic Studies De-
pression Scale (CES-D) survey. Netflow statistics on the other hand is monitored
by the on-campus IT department and is logged to a secure server for subsequent
use in analysis. To mask the association between the participating students and
their internet usage data, additional anonymization procedures are enforced during

the data collection process.
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e Phase II - Data preprocessing and statistical analysis: In its raw form,
netflow approaches several millions of rows of data when aggregated over a month.
Additionally, it contains several unnecessary flows pertaining to DNS lookup re-
quests, System updates (OS, Antivirus etc.), and other auxiliary services that are
clearly activities not associated with a user. Therefore, before any analysis can
begin, unnecessary flows are filtered out from the logs. Thereafter, the data is pre-
processed to extract features that are thought to be relevant to depression. Not
only does this reduce/compress the data to a manageable size, but also facilitates
the conversion of data to a relevant format where statistical techniques can oper-
ate. As there is no related research, statistical analysis will be performed to get a

basic feel for the data, test existing hypotheses and possibly discover new ones.

e Phase III - Depression classification using Machine Learning Techniques:
Leveraging on the statistical insights from phase II, several machine learning tech-
niques (Time series classification, multi-instance learning, Fuzzy and Ellipsoid
ARTMAPs and support vector machines) will be employed to perform depression
classification. Performance metrics such as precision, recall, and accuracy will be
used to the validate the performance of the final classifier against unseen data to
assess its reliability and correctness. Finally, additional fine-tuning may be done,

based on the insights gained during the process.

The entire process flow is summarized in Figure 2.1.

Phase 1

Phase 2 Phase 3

( Machine Leaming\

Preprocessing
Time Series
Classification
———————
Feature
Extraction Mil-Learning
s/

SVM, ARTMAP
and Naive Bayes

Statistical

Analysis

Anonymity
Procedures

f

Figure 2.1. Summary of the proposed research plan
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2.3. DATA COLLECTION

In this section, the infrastructure and process required to collect necessary foun-
dational data is described. In particular, students from Missouri S&T are used as the
subject pool for acquiring depression score and netflow data. Depression score is quanti-
fied based on standardized surveys while netflow data is collected in collaboration with
the on-campus IT department. The section closes with a detailed account of privacy
preserving mechanisms used.

2.3.1. Participants. In this study, the participant pool comprised of the
undergraduate student population from Missouri S&T. In particular, three undergrad-
uate classes, namely Psych 50, CS 284 and CS 150 volunteered to participate in this
research. Psych 50 was chosen as the students had to fulfill their general psychology
course research requirement. A majority of students in CS 284 and CS 150 volunteered
since these were computer science courses. All in all, Psych 50 represents the general
student population as students from all majors are required to take that course. CS
students, being very technical and privacy conscious, asked a lot of questions regarding
privacy and the research in general. Their 100% participation shows that the other ma-
jors can be convinced to participate in the future. A detailed demographic description

of participants is shown in Table 2.2.

Table 2.2. Demographic statistics of the participant students

CS | Psych
Male | 120 68
Female | 8 20

| Totals [ 128 88 ]

Of the 216 participants, data from only 165 participants were utilized due to dif-
ficulties with process coordination and errors on the part of the IT department.

2.3.2. Depression Measurement.  Once the subject pool was determined,
participants depression levels were quantified based on Center for Epidemiologic Studies
Depression Scale (CES-D). CES-D was originally developed by Lenore Radloff of Utah

State University and is used to measure depression levels in a general population [66].
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It consists of 20 questions rated on a 4-point Likert scale that ranges from 0 (rarely or
none of the time) to 4 (most or all of the time). Possible scores range from 0 to 60 with
higher scores indicating greater levels of depression symptoms. In general, a score of 16
or above is considered to be indicative of depression. Internal consistency for the general
population is in the good range with Cronbachs a of 0.85 [42]. A detailed demographic

description of participants depression scores is shown in Table 2.3.

Table 2.3. Demographic statistics of participants depression levels

CS | Psych | Depressed | Non-Depressed
Male | 120 68 54 132
Female | 8 20 10 18
| Totals [ 128 | 88 | 64 | 152 ]

In order to minimize demand characteristics in the study (where participants form
an interpretation of the experiment’s purpose and unconsciously change their behavior
accordingly) [58], the survey was entitled “Attitudes, Feelings and Perceptions of College
Life”, with the CES-D question items embedded among a variety of other items asking
about participants’ attitudes and feelings about being a college student.

In addition to depression scores, students also completed a survey on overall col-
lege adjustment along with the Background Information Sheet where demographic and
academic information is voluntarily provided. This information is collected in order to
derive additional features in the event when netflow data is not sufficient to catego-
rize depression. Additionally, this data was used to check if the proposed framework
can be applied to predict behavioral attributes other than depression. Please see the
Appendix A for a listing of all the questionnaires and consent forms used.

2.3.3. Internet Data Collection. The main data-source of “Internet use” for
this research is Netflow. Netflow represents a relatively light-weight network monitoring
tool. Network monitoring can be performed by packet level inspection with the use of
tools like TCPDUMP [47]. However, for large packet switching facilities the processing
time and disk-épace requirements will become infeasible. SNMP [72] is another popular

alternative for network monitoring. It, however, aggregates information on a very high
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level (i.e. network interface throughput or device uptime) and a lot of information is
lost. Between these two extremes (recording every packet or aggregating high level data)
is the Cisco’s Netflow protocol.

In this study, participants’ internet usage on S&T campus machines is monitored
with the help of the on-campus IT department. Note that a subject’s Internet use may
not be restricted to data collected from Campus machines. Students also tend to use
Internet extensively off campus and also on their mobile phones. Collecting the entire
gamut of a subject’s Internet use is difficult, if not impossible. Therefore, the current
study restricts itself to on-campus internet usage.

Typically, every on-campus IT department monitors the netflow data of all its
users in order to determine attacks, bottlenecks, network abuses etc. The Missouri S&T
campus has a connection to both the standard commodity Internet and the Internet 2
education research network. Both Internet and Internet 2 traffic pass through the same
router where Netflow statistics recording and exporting is enabled. Every 5 minutes,
these flows are exported from the router to a collector where they are stored for a period
of around 45 days for network and security analysis purposes and are then discarded
automatically.

In order to obtain participants netflow data, the flows pertaining to student par-
ticipants are identified based on the source-ip field and is subsequently filtered and
logged to a secure remote server at the end of every month. As S&T campus uses DHCP
(Dynamic Host Configuration Protocol) to provide IP address, DNS, and gateway infor-
mation for all its workstations, the IP address that one individual is using at any given
point of the day, could easily be used by someone else later in the day or possibly the
next day. Therefore, the extraction process begins by creating a mapping file, associ-
ating each user with a set of assigned ip addresses, along with the start and end time
stamps. This information is used by the backup daemon to extract user specific netflow
information by filtering flows based on source-ip field. The mapping file is created by
analyzing DHCP logs that includes a person’s userid, which is also their email address
on S&T campus. The entire process is summarized in Figure 2.2.

Potential Errors: There are some potential errors with the aforementioned
method. As the granularity of netflow capture is a 5 minute window, a person’s IP
address changing within that particular window will go unnoticed. Furthermore, as

S&T campus uses a traffic shaper to optimize performance, improve latency, and in-
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Source-IP Start End Email ID Source-IP Start time End time
DHCP Server
tima. | tipe 131111 | 9:30 10:00
1311111 9:30 10:00 | abc@mst.edu
134.2.3.1 10:15 11:00

134.23.1 10:15 11:00 | abc@mst.edu

Figure 2.2. Tllustration of the netflow data logging process. At the end of every month,
participant specific netflow data identified through DHCP logs are anonymized and
copied to a secure remote storage

crease usable bandwidth by blocking certain protocols (Ex: peer-to-peer traffic), the
recorded traffic information might be different from the actual activity. However, the
use of traffic shaper is very common. Depression classifier, if deployed, should be able
to perform the classification by implicitly accounting for traffic shapers distortions.
2.3.4. Student Rights and IRB Approval. A descriptive handout was given
to all student participants prior to the start of the Phase I, explaining their benefits,
obligations and rights (including the right to withdraw at any time) in this study. An
Opt-in form is also included with the handout (see the last page of Appendix A). The
project was approved by IRB (see Appendix B) under Exemption Category 4 stated

below:

Research involving the collection or study of existing data, documents, records,
pathological specimens, or diagnostic specimens if these sources are publicly
available or if the information is recorded by the investigator in such a man-
ner that subjects cannot be identified, directly or through identifiers linked to
the subjects.
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2.4. PRIVACY AND RELATED CONCERNS

Privacy is very critical for research of this nature. During the survey process,
several students inquired about privacy preserving mechanisms, demonstrating its im-
portance. Student participation and IRB approval would not be possible without the
mechanisms described in this section.

From a privacy standpoint, there are two potential concerns:

1. Identifying and associating user specific attributes such as gender, academic per-
formance and college adjustment scores based on the participants userid (in this

case, the email id)
2. Identifying and associating internet usage activity of the participants

The first concern is addressed by distributing data among multiple parties such
that no particular group has enough information to associate a personal attributes with
student participants. In particular, data is distributed among three groups: 1) Survey
and information collection group (SIG); 2) Research group (RG); 3) IT department.
SIG is responsible for conducting surveys and for entering the information into a secure
database. In this table (tablel), every participant is ID’ed by their userid.

The IT department is responsible for collecting participants netflow data. Initially,
they generate a “link table” (table2), associating a participants userid with a randomly
generated pseudonym. This table is restricted to IT and cannot be accessed by SIG or
RI. When netflow data is logged to a secure remote server, the link table is used to replace
userid’s with pseudonyms. The anonymized data is accessible by the research group.
Since IT has access to userid’s and pseudonyms, one can argue that IT can associate
internet usage with participants; however, this is not truly a violation of privacy because
IT, by default, has access to students netflow data and are required to maintain user
privacy as per the dictated terms and conditions.

Finally, the anonymized survey data is stored in table4, which is generated by
replacing userid field from tablel by using the link table. While tablel access is only
permitted to SIG, table4 can be accessed by RI, but is restricted for IT. As IT does
not have access to the survey data, they cannot associate survey specific attributes such
as gender, grades etc. with the pseudonym. On the other hand, RI cannot associate the

pseudonym with the participant as they don’t have access to the link table. SIG is only
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restricted to survey data and they cannot deduce anything regarding students internet

activity. Table 2.4 summarizes the resulting access control matrix.

Table 2.4. Access control matrix illustrating read and write access for different groups

Sub/Obj | Survey Data | Link Table | Anonymized Anonymized
Flow Data Survey Data

SI1G R, W - - -

RI - - R R

IT - R, W w -

As netflow represents packet level meta information, some degree of privacy is
already ensured. The only sensitive information embedded in netflow data is the source
and destination ip-address as the website URL can be deduced by performing a DNS
reverse lookup operation. One way to avoid this issue is to discard the source and
destination ip-address fields. However, the type of browsing activity engaged such as
news reading, information seeking (health, academic etc.), social networking usage etc.
which are known to correlate with depression, can only be deduced via the website URL.

To resolve this issue, the dest-ip field is preprocessed to represent the URL cate-
gory. For instance, URLs www.facebook.com and www.orkut.com can be represented as
“social networking” category. Similarly, other categories such as “media”, “information
site”, “Academic” etc. can be used instead of the raw URL. As each category is traced
to at most K unique URLs, the proposed approach is consistent with K-anonymity
model [74]. Not only does this reinforce security, but it also serves as a preprocessing
step for use in designing the classifier. The details of pre-processing URLSs to categories

is described in section 4.2.2.
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3. FEATURE EXTRACTION AND STATISTICAL ANALYSIS

This chapter describes the first experimental steps taken in order to associate net-
flow data with depression. As there is no related literature in this direction, exploratory
and statistical analysis was performed in order to get a better feel for the data. Fur-
thermore, statistical analysis was performed as “real” Internet data was involved. This
is the first study to do so.

Since netflow data is represented as a vector of flows, it is not straight forward to
apply conventional statistical and machine learning techniques directly. This chapter,
therefore, opens with a discussion on feature extraction. In particular, three types of
feature vectors are derived, each with an increasing amount of information granularity.
The remainder of the chapter describes several statistical insights gained by analyzing

these features. A summary of conclusions are presented towards the end of this chapter.
3.1. DERIVING FEATURE VECTORS FROM NETFLOW DATA

Netflow data in its natural form is not suitable for statistical analysis. An example

of sample netflow data for a single participant is shown in Table 3.1.

Table 3.1. Sample Netflow data

srcIP dstIP prot | srcp | dstp | oct pkts | dur
131.151.211.200 | 208.78.158.10 | 6 65055 | 80 1187 | 13 158
131.151.211.200 | 208.78.158.10 | 6 65058 | 80 1141 | 12 166
131.151.211.200 | 208.78.158.10 | 6 65042 | 80 402 5 67
131.151.211.200 | 208.78.158.10 | 6 65062 | 443 1533 |9 196
131.151.211.200 | 98.156.50.166 | 6 65072 | 57460 | 587 7 98

Each row in the table is termed as a flow. As netflow v5 is used, the flow record

is defined as an 8-tuple key given by:

—
flow = (src_ip, dest_ip, src_port, dest_port, protocol, octets, packets, duration) (1)



20

In order to derive meaningful statistics, one has to preprocess netflow data N =
{M}le into an n-dimensional feature vector. Furthermore, as the number of flows
associated with a participant approaches the order of magnitude of millions when ag-
gregated over a month, preprocessing also serves the purpose of compressing the data
to manageable proportions. As the space of all possible feature vectors F = 2(lov) ig
typically very large; care must be taken to extract features that are thought to be rel-
evant to depression. In this regard, correlations described in section 1.2.2 form a good
starting point.

In this thesis, three types of feature vectors are explored, each with an increasing

amount of information granularity as illustrated in figure 3.1.

Figure 3.1. Three levels of feature vectors with increasing information granularity

1. Aggregate traffic statistics: At the first and the most abstract level is the
overall aggregate traffic statistics such as total packets, flows, octets etc. Though
abstract, this kind of a feature vector can be used to test hypothesis such as: ”Does
more internet usage correlate with greater likelihood of depression?”. Aggregate
flow statistics are derived by using flow-report in the flow-tools suite. In
addition, bash scripting was used to extract the data and convert it into a feature

vector, one per participant. In total, 14 features were derived and are summarized
in Table 3.2.
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Table 3.2. Features vector for aggregate traffic statistics

| Feature | Description |

flows Total Flows

oct Total Octets

pkts Total Packets

timeflows | Total Time (1/1000 secs) (flows)
durreal Duration of data (realtime)
durdata | Duration of data (1/1000 secs)
aftime Average flow time (1/1000 secs)
apsize Average packet size (octets)
afsize Average flow size (octets)
apflow Average packets per flow

afsec Average flows / second (flow)
afsecreal | Average flows / second (real)
akbits Average Kbits / second (flow)
akbitsreal | Average Kbits / second (real)

2. Application level statistics: Traffic aggregation alone loses a lot of infor-
mation. For example, high email usage and low gaming usage cancel each other
and when internet usage is considered as a whole. Correlations described in sec-
tion 1.2.2 show that application level usage patterns, such as the one described
above, may be crucial in understanding depression. Hence, the second level fea-
ture vector attempts to capture more information by sub-categorizing aggregate
traffic features by application. i.e., traffic features such as total octets, packets

and duration are derived per application such as emailing, gaming, chatting etc.

Based on the dest-port and dest-protocol fields, the netflow data was catego-

rized into 61 different applications. Please see Appendix C for details.

Since this study was conducted in college, the netflow data was only logged for
usage activity on-campus. As a result, several application categories showed little
or no activity. This is likely due to the fact that universities block certain protocols
(torrent), and also due to the fact that students tend to limit their activities on-
campus. In any case, applications with little or no activity were discarded. In
total, 25 application categories were retained. These applications were further

grouped into 8 logical categories and is described in Table 3.3. For each of the
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25 applications, total octets, packets and duration was determined. The resulting

feature vector is therefore of 75-dimensions.

Table 3.3. Application groups and categories

Group Applications

P2P File-sharing applications based on peer-to-peer architecture
(Edonkey, neomodus, winmz)

HTTP HyperText Transfer Protocol applications (http, hitps)

Streaming Stream media applications (Shoutcast, real, winmedia, stream-
works, audiogalazy)

Chat Instant messaging applications (Aim, irc, carracho)

Email Email traffic (IMAP, POP3, SMTP)

FTP File transfer applications (snmp, ftp)

Games Massively multiplayer online games (battlenet, quake, starseige,
portzero, halflife, gamespyarcade, directz)

Remote Access | Remote file system access (afs, nfs)

3. Entropy based features: As every flow is associated with a start and end
timestamp, they can naturally be expressed as a time series. More particularly,
each of the 8 attributes defined in Equation 1 can be represented as a time-series
in itself. Level 1 and Level 2 features are based on aggregation and therefore fail to
capture time-series specific characteristics such as periodicity, trends, randomness

etc, which may prove to be crucial in understanding depression.

One way to quantify trends and periodicity is to use spectral analysis techniques
such as the discrete wavelet transform (DWT) or Discrete fourier transform (DFT).
With these techniques, periodic basis/component signals are extracted in the form
of low frequency coefficients and are typically used in time series analysis/classifi-
cation [61]. Nevertheless, DFT was not considered in this phase as they provide

little or no statistical intuition.

Hence, randomness was chosen as a metric to extract useful information from the
time-series. In particular, information regarding time-series frequency distribution

was captured in terms of shannon entropy [70]. Intuitively, entropy estimates
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the average uncertainty of a series of discrete events. Consider H (dest-port); It
estimates an average of how much the next destination port visit will surprise us.
If all destination ports are equally visited, it is rather difficult to guess the next
port visit. As more number of bits is required to represent this information, the
entropy is high. On the other hand, if the distribution is highly skewed, it is rather

trivial to make a guess (probabilistically); Entropy is therefore low.

Given a discrete random variable X, shannon entropy H(X) is given by equation 2,

where p(z) = Pr{X =z},z € x

H(X) == p(z)logp(z) (2)

TEX

Note that Pr{X = z} is the probability of occurrence of z with respect to some
event. In case of netflow, one can compute the entropy of any of the 8 attributes
defined in Equation 1 with respect to flows. For example, when entropy of ports is
calculated, the probability of occurrence of an event x (say port 80) is given by the
number of flows with port 80 divided by the total number of flows. Alternatively,
when continuous variable such as the bytes, octets or duration is used, entropy is

given by:

oo

H@) =~ [ p(a)logp(e)is 3)
— 00

It is also possible to compute the entropy of flow attributes with respect to discrete

variables such as the ip-address or port. Consider H (duration_relative_ip); it gives

randomness in the amount of duration time spent on different ip-addresses. How-

ever, the current study limits itself to flow distributions due to the time constraints

on the project.

2. BACKGROUND ON STATISTICAL METHODS USED

This section begins with a very brief description of the statistical techniques and
ethods used to analyze the feature vectors. In particular, correlation coefficients, and
test analysis is described.

3.2.1. Correlations. Correlations are used to describe the degree of association

stween two variables. As correlations between depscore (continuous variable) and
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various feature vectors are to be computed, Pearson product moment correlation is used.
Pearson’s correlation, denoted by r, is defined as the covariance of the two variables

divided by the product of their standard deviations:

"= > ies (@i — %) (yi — §) (4)
\/Z?=1(xi -z (i —9)?

However, Pearson correlation only measures the linear relationship between two

variables. For this purpose, ranked correlation coefficients such as Spearman’s rank cor-
relation coefficient (p) and Kendall’s rank correlation coefficient (7) are used. Spearman
correlation is similar to Pearson’s correlation except that the rank of variables are used.

On the other hand, Kendall tau correlation (tau-b?) is given by:

Ne — Ny

V(no = n1)(ng — na) (5)
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where,
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1

t; = Number of tied values in the i** group of ties for the first quantity

u; = Number of tied values in the j** group of ties for the second quantity

Correlation coefficient, ranging from -1 to +1 is both a measure of the strength
of the relationship and the direction of the relationship. A correlation coefficient of 1
describes a perfect linear relationship in which every change of +1 in one variable is
associated with a change of +1 in the other variable. A value of -1 is analogously asso-
ciated with perfect negative linear relationship. Zero correlation describes a situation in
which a change in one variable is not associated with any particular change in the other
variable.

3.2.2. Students T-test.  As depscore can be used to deduce two depression

categories, namely, depressed (depscore > 16) or non-depressed (depscore < 16), stu-

?makes adjustments for ties and is suitable for square tables
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dents t-test can be used to check whether the means of internet usage features differ
across both groups. The insight gained from this analysis can be used to deduce conclu-
sions such as: “On average, people playing online games are less prone to depression”.
More importantly, it can help identify prominent features that can be used to build a
classifier.

t-test assumes normal data distribution and homogeneity of variance. Normality
can be verified by observing P-P plot (probability-probability plot) while Levene’s test
can be used to assess the equality of variances. In case the data deviates from normal
distribution, non-parametric Mann-Whitney U test will be used. On the other hand, if
homogeneity of variances assumption is violated, it is corrected by avoiding the pooled
estimate for the error term for the t-statistic and also by making adjustments to the

degrees of freedom using the Welch-Satterthwaite method.

3.3. RESULTS

In this section, correlation and t-test results for all three levels of feature vectors
is presented.

3.3.1. Aggregate Traffic Features. Correlations (pearson, spearman and tau)
between depscore and aggregate traffic feature are shown in Table 3.4. As spearman
and tau correlations are more reliable and less sensitive to outliers, it is concluded that
the feature apflow (Average packets per flow) exhibits a significant positive correlation
with depression, r(163) = .137, .198 (p < 0.05).

Examination of P-P plots revealed that none of the traffic features follow a normal
distribution. This was further verified by Kolmogorov-Smirnov test. As normality
assumption is violated, independent samples Mann-Whitney U Test was conducted to
check if any of the features differentiate between the depressed and non-depressed groups.

The test showed that there is a statistically significant difference in the mean values
of apflow across depressed and non-depressed groups (U(163) = 2231, Z = -2.384,
p(2-tailed) = 0.017). It can be further concluded that depressed people exhibit higher
apflow (u = 168.47, 0 = 46.11) when compared to non-depressed group (u = 110.91,
o = 14.51). The result is summarized in Figure 3.2.

3.3.2. Application usage statistics. = Correlations (pearson, spearman and
tau) between depscore and application usage categories (Table 3.5) revealed several

interesting associations. All three coefficients showed a significant correlation between
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Table 3.4. Correlations between depscore and aggregate traffic features

depscore

Traffic Features "Pearson | Spearman rho | tau-b
flows .091 .022 .035
oct .195%* .078 116
pkts 170* .101 .149
timeflows .130 .060 .089
durreal .095 -.002 -.001
durdata .108 .035 .048
aftime .045 .095 .140
apsize .078 -.001 -.006
afsize .140 .104 .152
apflow .056 B e .198*
afsec .104 .034 .049
afsecreal .091 .021 .031
akbits .193* .080 118
akbitsreal .195%* .082 .120

**_Correlation is significant at 0.01 level (2-tailed)
*. Correlation is significant at 0.05 level (2-tailed)

depcat
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Figure 3.2. Independent Mann-Whitney U test results demonstrating higher apflow in
depressed people

p2p-packets and depscore. Additionally, pearson’s correlation also indicated a strong
correlation between p2p_octets, p2p_duration with depscore. Overall, the results indicate

a strong association between excessive p2p usage and depression.
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Table 3.5. Correlations between depscore and application usage categories

depscore
Application Features | "Bearson | Spearman rho | tau-b
p2p_octets 173* .075 111
p2p_packets .236** .106* .160*
p2p_duration .265%* .098 .143
http_octets .039 .005 .006
http_packets .057 .074 112
hitp_duration .094 .044 .067
streaming_octets 110 .001 -.002
streaming_packets -.023 -.004 -.012
streaming_duration -.019 -.001 -.007
chat_octets 267 .100 145
chat_packets .053 .007 .012
chat_duration -.023 -.004 -.012
mail_octets -.071 .010 .011
mail_packets .164* .050 .068
mail_duration .202%* .048 .064
ftp-octets -.023 -.004 -.012
ftp_packets -.021 -.002 -.008
fto_duration 267 .100 .145
game_octets .095 .027 .043
game_packets .104 .042 .063
game_duration .094 .038 .058
remote_octets 281%* A17* 172*
remote_packets -.023 -.004 -.012
remote_duration .023 .018 .023

**_ Correlation is significant at 0.01 level (2-tailed)
*. Correlation is significant at 0.05 level (2-tailed)

In addition to p2p usage, remote_octets is another feature where all three coef-
ficients showed a significant correlation with depscore. Therefore, it can be inferred
that heavy duty remote application usage is significantly correlated with higher levels
of depression, at least amongst college students.Pearson’s correlation also revealed a
significant correlation between chatting, email and ftp usage duration with depscore.
Therefore, it can be concluded that Heavy chatting, email checking, and ftp usage is

correlated with higher levels of depression.
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Examination of P-P plots revealed that none of the application usage features
follow a normal distribution. This was further verified by Kolmogorov-Smirnov test.
As normality assumption is violated, independent samples Mann-Whitney U Test was
conducted to check if any of the features differentiate Between the depressed and non-
depressed groups.

The test showed that there is a statistically significant difference in the mean
values of remote_octets across depressed and non-depressed groups (U(163) = 2343,
Z = -1.989, p(2-tailed) = 0.047). It can be further concluded that depressed people
exhibit higher remote_octets (u = 1.17 x 10'°, ¢ = 1.88 x 10'°) when compared to
non-depressed group (u = 5.90 x 10°, ¢ = 5.97 x 10°). The result is summarized in
Figure 3.3.

depcat
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1.5E1H -1.5611
N =51 N=114
Mean Rank = 94.06 Mean Rank = 78.05
g 1.0E1H -1.0E11
|
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Frequency Frequency

Figure 3.3. Independent Mann-Whitney U test results demonstrating higher remote
octets in depressed people

Additionally, when applications were directly analyzed (instead of using groups),
Mann-Whitney U Test revealed a significant difference in the mean values of irc_octets
(U(163) = 2602, Z = -2.225, p(2-tailed) = 0.026), packets (U(163) = 2596, Z = -2.269,
p(2-tailed) = 0.023) and duration (U(163) = 2608, Z = -2.182, p(2-tailed) = 0.029),
indicating that irc_usage is significantly higher in depressed people.

3.3.3. Entropy based features. Correlations (p and 7) revealed a strong cor-
relation between destination port entropy and depression scores. A complete summary

of correlation coefficients are presented in Table 3.6
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Table 3.6. Correlations between depscore and entropy based features

depscore

Entropy Features "Pearson | Spearman rho | tau-b
duration_ent 23 .090 141
bps_ent .094 .005 .010
pps_ent -.077 -.041 -.060
octets_ent .098 .037 .056
packets_ent 017 .048 .069
destip_ent .081 .020 .029
destport_ent 118 .095 .142
destprot_ent .149 0.117* 167*

**Correlation is significant at 0.01 level (2-tailed)
*. Correlation is significant at 0.05 level (2-tailed)

Examination of P-P plots revealed that none of the entropy based features follow a
normal distribution. This was further verified by Kolmogorov-Smirnov test. As normal-
ity assumption is violated, independent samples Mann-Whitney U Test was conducted
to check if any of the features differentiate between the depressed and non-depressed
groups.

The test showed that there is a statistically significant difference in the mean values
of duration_entropy across depressed and non-depressed groups (U(163) = 2337.5, Z
= -2.008, p(2-tailed) = 0.045). Figure 3.4 summarizes the result. Higher mean rank in

depressed group indicates that depressed people have higher flow duration entropy.
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Figure 3.4. Independent Mann-Whitney U test results demonstrating higher internet
usage duration entropy in depressed people
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3.4. SUMMARY OF CONCLUSIONS

This chapter described the necessary pre-processing of netflow data in order to
identify compressed, yet meaningful features. In particular, three levels of features
were derived: Aggregate traffic statistics that are simply aggregates of individual traffic
attributes, Entropy based features that quantify amount of information contained in
netflow time, and finally, Application usage statistics that are aggregate traflic statistics
further categorized by Internet application. Based on the analysis, it can be concluded

that depressed people tend to exhibit:

1. Higher average packets per flow
2. High P2P and remote application usage
3. High chat activity, frequent email checking and high ftp activity

4. High flow duration entropy

High average packets per flow could mean a lot of things. One way to interpret
apflow is in terms of application switching behavior. High apflow can occur when
there is frequent switching between various internet applications. Frequent switching
is synonymous with the lack of attention and exhibits similarities to Attention deficit
hyperactivity disorder (ADHD). This result indicates a possible connection between
ADHD and depression.

High P2P and remote application usage in depressed people is rather curious. As
far as remote application usage is concerned, one may hypothesize its association with
assignments and school work. As the subject pool mainly comprised of Computer Science
majors, the assumption might not be far off. Nevertheless, additional experiments are
required to interpret the result correctly.

Frequent email could indicate high levels of anxiety. The interpretation of high
flow duration entropy and high chat activity is also not clear at this point. Nevertheless,
the study opens a whole pandora’s box of questions that might be of interest to mental

health community.
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4. DEPRESSION CLASSIFICATION

This chapter is solely devoted towards the main research task - to build a classifier
that can identify depression based on internet usage features. First, the research task is
formalized to simplify the discussion in the remainder of this chapter. As most machine
learning methods are based on the notion of similarity between input vectors, the chapter
begins by defining a new similarity metric based on the information context of —f_l—;:‘)-

The chapter proceeds by highlighting and leveraging similarities to other prob-
lems domains such as the document classification, video recognition etc. While some
techniques are directly applicable, a few modifications are described for specializing the
existing machine learning techniques for depression classification. More particularly,
context aware flow similarity is utilized for building custom support vector machine
kernels. This chapter also provides a brief description of potential supervised machine
learning techniques that may be applied to feature vectors derived in chapter 3.

As verification and validation is very important to assess the reliability of the
classifier, training and testing strategies, along with description of commonly used eval-
uation metrics such as the accuracy, precision and recall are presented. The chapter

closes by presenting the evaluation results for all the proposed methods.

4.1. FORMAL PROBLEM STATEMENT
To make the remainder of the discussion in this chapter succinct and precise, the
formal problem statement, along with the necessary mathematical notation is described.

The problem of depression classification can be formalized as follows:

—
Given a set of examples n examples T = {(N;, D;) | Ni = {flowj};?‘:l, D, e
{0,1}}~,, where N; represents the netflow data and D; = {0,1} indicates
whether the i" sample corresponds to a non-depressed or depressed partici-

pant; the task is to build a model M : N'— D

Note that the number of flows associated with each participant may be variable.

More particularly, the number of flows for the t* participant is denoted by k;.
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4.2. CONTENT AWARE NETFLOW DISTANCE METRIC

The similarity between examples of a set of data often gives much information
about the patterns that may be present in that data. Following this premise, there
are quite a few machine learning algorithms that are based on the notion of similarity
between input vectors. One of the best known examples is the use of distance metric
in clustering algorithms. In such exploratory analysis techniques, the choice of distance
metric is very important as it will have a direct influence on how clusters are formed.
Therefore it is important to choose a metric that is relevant to the characteristics of
application under consideration.

In this research, data is obtained in the form 7 = {(N;, D;)}%,. Hence, one needs
a meaningful notion of distance between netflow data; i.e., d(NV;, NV;) needs to be defined.
As N represents a set, hausdroff set distance metric is used. Formally, given two finite
point sets A = {a1,aq,...,a,} and B = {by, by, ..., b, }, the hausdroff distance is defined

as:

H(A, B) = max(h(A, B), h(B, A)) (6)
where
h(A, B) = maxmin |la — b] (7)

l|.]| is some underlying norm on points of A and B (usually Euclidean or Ly norm).
The function h(A, B) is called the directed hausdroff distance from A to B. It identifies
the point a € A that is farthest from any point of B and measures the distance from a
to its nearest neighbor in B (using the appropriate ||.||). Thus, the hausdroff distance
H(A, B) measures the mismatch between two sets by measuring the distance of point A
that is farthest from any point of B and vice-versa (see Figure 4.1 for an illustration).

While H(A, B) can trivially be computed in O(pq) for two point sets of size p and ¢

respectively, the implementation utilized an efficient algorithm, reducing the complexity

to O((p + q) log(p + q)) [14].
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Figure 4.1. Components of the calculation of the Hausdorff distance between the
green line X and the blue line Y (source: http://en.wikipedia.org/wiki/Hausdorff_
distance

4.2.1. Context aware flow distance metric. ~While computing H (A, B), the
underlying distance ||.|| between individual }T()?u € N needs to be defined. Equation 1
describes m as an 8-tuple vector with a mix of continuous and categorical attributes.
While the distance between continuous attributes such as flow, octets, packets, and
duration can be computed in terms of Euclidean distance, categorical attributes such
as the ip-address, protocol and port needs special attention. As depression is known
to be correlated with the type of internet activity and the type of content browsed, the
distance metric somehow needs to account this information.

One way to accomplish this task is to compute the distance between ip; and ip;
in terms of information content similarity. More particularly, the idea is to express
d(ip;, ip;) in terms of deontent (i, Pj), Where py, denotes the webpage obtained by traversing
the URL determined using the DNS reverse lookup operation on ip;. In order to express

deontent (P, Pj), & few definitions are in order.

Definition 4.1 (Categorical Tree). Let T' = (C, E) represent a hierarchical n-ary tree,
where C' represents a world wide web content category and e(a,b) € E represents a

hierarchical relationship between categories a and b.
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Definition 4.2 (WWW Category). A WWW category ¢ € C represents a collection
of webpages {p;}%_; that are similar to each other in terms of information content or
function. For example, www.facebook.com and plus.google.com can be considered
similar in terms of function while xkcd.com and abstrusegoose.com are similar in

terms of content (both are comic strips).

Given a categorical tree T = (C, E), representing the entire WWW, dontent(Di, Pj)

is given by:

dcontent(piapj) = |d(p’l"6d, cz) + d(pred, Cj)l (8)

where, py belongs to the WWW category ci, pred is the common predecessor of
nodes ¢;,¢; € C; i.e., PREDECESSOR(c;) = PREDECESSOR(c;) = pred, and
d(ci, c;) is the count of the number of edges encountered while traversing from node c¢;
to ¢;.

For intuition, consider an example categorical tree shown in Figure 4.2. Suppose
that p; belongs to the category Top/Movies/Action/Comedy and p, belongs to Top/
Movies/Drama/Political. Given this information, the common predecessor of both
nodes is Movies. Therefore, deonsent (P1, P2) = |d(Movies, Comedy)+d(Movies,Political)| =
4, which is the same as the distance required to traverse from Top/Movies/Action/
Comedy to Top/Movies/Drama/Political through the common predecessor.

Once the categorical distance is known, one way to compute d(m, m) is as

follows:

d
_—
; . — N o a.)2
d(flow“ flow]) - (\/Eai,ajeflowiflawj; Vae{ flows,duration,packets,octets} (a" aJ) ) (9)

Where,
d = (1 + deontent (LU P(ip;), LU P(ip2)

and LU P(.) signifies the DNS reverse lookup operation.

Let us take a moment to understand Equation 10. It is basically computing the
distance between two m by considering the distance in two different sub-spaces. First,
the continuous attributes in m is used to compute the Euclidian distance. It is then

magnified by a factor d, where d represents the distance in the discrete ip-address
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Figure 4.2. A sample categorical tree representing the categorical hierarchy. Every
category encompasses a set of related webpages.

space. If ip; and ip,, both belong to the same category, then deontens = 0 and the
magnification factor is 1. However, as d.ontens increases, the distance is exponentially
magnified as distance within the ip-address space is given more priority.

In order to avoid huge numbers, log factor is considered. Therefore, Equation 10

can be rewritten as:

d(flowi, flowj) = (1 SF dcontent(LUP(ipi)y LUP(sz) (10)

R 5 —a.)2
lOg (\/Zai,aj € flow; flow;; Vae{ flows,duration,packets,octets} (a’ aJ) )

The consideration of log factor also adds others attractive properties. For instance,
log is known to boost smaller values by a greater fraction when compared to larger inputs.
This leads to a smoother distance interpolation in continuous attribute space.

Using Equation 10, Equation 7 can be rewritten as:

, s
d(N;,N;) = max _min Hd(flowi, flowj)H (11)

S

flow; GM flo'wJ- E/\/j

4.2.2. Building the categorical tree. The World Wide Web (WWW) is
a huge resource of interlinked hypertext documents accessed via the Internet. What
started in 1990 with as little as 50 of public URLs in 1992 [11], quickly grew to an
estimated 1 trillion unique URLs today (Claimed by Google [10])! So, the question is
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“How can one build a WWW category tree”?

There are several ways to do it. The simplest approach is to use a commercial ser-
vice that provides access to URL category database. Websense?® is one such organization
that claims to provide more than 100 URL categories for millions of Web sites represent-
ing more than 50 languages. Another option is to use one of the many free webservices*
that provide a public API key for accessing the master database. Unfortunately, most
of these services limit the number of queries to 100 requests per day.

A more ambitious and academic approach is to build a custom crawler, mine the
top x words along with their frequencies for all the pages on the Internet. By starting
with a set of well-connected initial pages called seeds, the entire web can be traversed
by following individual page links, recursively repeating the procedure for all the new
links found on new webpages. Thereafter, there are several methods for classifying
URLs ranging from using document clustering techniques [18, 19] to using URL names
alone [48].

Though the author initially adopted a document clustering approach, it was later
found that the resulting categorical tree was different, every time it was constructed.
This is due to variable initial conditions (initial centroids, random number seed) in
clustering algorithms. While different trees correspond to different ways of organizing
the information, and is not necessarily a bad thing, the approach was abandoned as
it introduces a lot of experimental variability, jeopardizing repeatability and empirical
validation.

In order to maintain a consistent categorical tree, the URL categorization database
available freely from the Open Directory Project (ODP) was utilized. The open directory
initiative, accessible from http://www.dmoz.org/, describes itself as the largest, most
comprehensive human-edited directory of the Web, constructed and maintained by a vast,
global community of volunteer editors. The current open directory database, available
in the form of an RDF (Resource Description Framework) dump can be downloaded
from http://www.dmoz.org/rdf .html. An RDF file is an XML document containing
several tags that needs to be parsed by a custom script.

In order to speed up the computations, the author wrote a full-fledged JAVA
program to parse the RDF database onto a flat text file. In the output file, each line is
of form (URL), (Category). In total, the file contains ~4.3 million popular URLs along

3http://www.websense.com/content/URLCategories.aspx
4One such service is available at http://www.trustedsource.org/en/feedback/url



37

with the corresponding hierarchical category. In realtime operation, the entire tree is
loaded onto the main memory to facilitate efficient distance computations. A snapshot

of flat text database is shown in Figure 4.3.

Figure 4.3. A snapshot of the flat text database. Every line in the file contains a unique
URL, represented as (URL), (Category).

The author has open sourced the text database. It can be downloaded from http:
//tinyurl.com/www-categories. Interested researchers can download for free and use

the file for any purpose needed.

4.3. LEVERAGING SIMILARITIES WITH EXISTING PROBLEMS

While the particular problem of depression classification has not been investigated
before, there are several problems that bear resemblance to this problem at a mathe-
matically abstract level and can therefore be adapted. In this section, three types of
problem domains are introduced, along with details on necessary adaptations required
to perform depression classification.

4.3.1. Similarities to Multi-Instance learning. In multi-instance (MI)
learning, instead of receiving a set of feature vectors labeled positive or negative, the
learner is provided with a set of bags — comprising of a sequence of feature vectors —

labeled positive or negative [90]. In case of depression classification, netflow data N can

be considered as a bag containing a set of flows { flowt, flows, . . ., flow,;}.
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The term multi-instance learning was first coined by Dietterich et al. [34] when
they were investigating the problem of drug activity prediction. Given a set of bags
labeled positive or negative, with each bag containing a set of instances, Dietterich was
able to solve the multi-instance learning problem under standard MI assumption which

is stated as follows:

A bag is labeled negative if all the instances in it are negative. On the other
hand, a bag is labeled positive if there is at least one instance in it which is

positive.

Classification occurs by constructing an axis-parallel hyper rectangle (APR) in
instance space such that it at least contains one instance from each positive bag, while
excluding all the instances from negative bags. Initially, the algorithm begins with an
“all-positive” APR that includes all instances of a positive bag. This APR, however,
classifies many negative bags as positive. The task of the optimization algorithm is to
shrink the all-positive APR until no more instances from negative bags are covered. The
dotted box in Figure 4.4 indicates the shrunk APR. Shrinking is done by considering
each bound and choosing a new bound that eliminates the highest number of instances
from negative bags, thereby trying to leave as many instances from positive bags inside
the APR as possible.

Multi-instance learning under standard MI assumption naturally applies to several
problems, a few of which include image scene classification and video pattern recognition.
In image scene classification, each image represented as a bag of pixels or subregions
can be classified into positive or negative labels (indicating the image class). As the
user labels an image as positive if the image somehow contains the concept, standard
MI assumption applies [56, 91]. Application in video pattern recognition include kine-
matic action recognition [13] (similar to recognition performed by Microsoft Kinect and
Nintendo Wii), labeling human faces in video feeds [83], and for incident retrieval in
transportation surveillance video databases [29].

For the depression classification problem, the goal is to identify flow patterns exclu-
sive to depressed people. i.e., the netflow bag is labeled positive (depressed) if it contains
at least one positive m instance and is, therefore, consistent with the standard MI
assumption. However, for reasons mentioned in section 4.3.2, gﬁ;z—)u is used instead.

i.e., APR tries capture all concept instances cflow belonging to the depressed group.
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Figure 4.4. APRs in a two-dimensional instance space (adapted from [79]). Instances
from the same bag appear in the same shape. Solid shapes are instances from negative
bags. The dashed box denotes the initial all-positive APR. The dotted box is the final
APR resulting after performing “shrinking” operation to exclude instances from negative
bags.

Under standard MI assumption, a host of classification algorithms® such as Diverse Den-
sity [55], Citation-kNN and Bayesian-kNN [78], EM-DD [88], MI-optimal ball [20], and
SVMs with MI-kernels [41] will be explored.

Another way to view the problem is to assume that a subset of éf—lo—{)u e Cf
collectively constitutes towards depression. As MI-SVM kernels [17] do not make any
assumptions, they can used to classify depression under collective assumption.

4.3.2. Adapting Document Classification for Depression classification.
Documents contain a sequence of symbols conveying some information. The nature of
information determines the topic, or topics pertaining to the document. The problem of
document classification is to identify document categories (topics) automatically, given
the sequence of words (symbols). In many ways, the problem of depression classification
is very similar to document classification. In both cases, given a sequence of symbols (or
inputs), the task is to map these sequences to a set of fixed classes C = {c1, ¢2, ..., Ck}-

In case of depression classification, the sequence of symbols is replaced by a sequence of

51t is beyond the scope of this thesis to present a detailed account of all these algorithms. However,
interested readers may refer to section 4 in [90] for a unified view of all the approaches.
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m and C = {0, 1} corresponds to a depressed or non-depressed case. Thus, a naive
bayes classifier can be adapted to depression classification as follows:

The probability of occurrence of a flow m in a depression class D = {0,1} is
given by Pr(m | D). Assuming that flows are independent of each other (which is
not quite true) the probability that a given netflow data N contains all the flows m,

given a depression class D is

Pr(N | D) = [] Pr(flowi | D) (12)

What is required is the probability that a given netflow data N belongs to a class
in D, i.e., Pr(D | N)

. Pr(D)
=_—"2Pr(N 1
Using bayes theorem, Pr(D | N) Br(N) Pr(N | D) (13)
Assuming mutually exclusive classes D = 1 (depressed) and D = 0 (non-depressed),

—
such that every symbol (flow;) is either in one or another;

Pr(D=1|N)=£%§—fz—]%2HPr(M|D=1) (14)
Pr(D=0|N)=%O—)HPr(J—‘lEZ|D=O) (15)

However, considering the fact that a jToz)u represents a very tiny fraction of infor-
mation regarding the user activity, coupled by the fact that |N| approaches the order of
magnitude of millions per participant, it is highly unlikely that j;l—oz)z alone sufficiently
generalizes depression characteristics. i.e., it is very likely that Pr(m | D=1) and
Pr(m | D = 0) are very close to each other, thus rendering equations 14 and 15 void
and useless.

Nevertheless, the problem can be avoided by clustering JTm)u instances such that
they represent a more general concept encompassing similar or related m instances.

—
Let cflow represent a general concept defined as follows:

i i __) . .
Definition 4.3. Let cflow represent the general characteristics expressed by a set of
k k —
Yoim1 2 j=i A(flows, flow;)

()

= » ; ;
flow F given by { flow;, flows, ..., flows} such that

, where
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d( flow;, flow;), referring to the context sensitive flow distance metric given by Equa-

tion 10, is to be minimized while maintaining sufficient inter-cluster distance among the

set of concepts Cf = {cflowy, cflows, ..., cflow,}

As N is now represented by the set C/ = {cflow{,cflow;,...,cflow;;}, equa-

—_
tions 14 and 15 can be re-expressed in terms of cflow given by:

Pr(D=1|N) = f—’"jg—f—(—]%—l—) HPr(cflow‘} | D=1) (16)
Pr(D=0|N)= %O—) Hpr(cflowi- | D =0) (17)

Dividing equation 16 by 17 gives:

Pr(D=1]|N) _ Pr(D =1)]], Pr(cflow; | D =1)
Pr(D=0[N)  pr(D = 0)[], Pr(cflow; | D = 0)
_ Pr(D=1) yq Pr(cflow; | D =1)

- S (18)
Pr(D =0) %1 pr(cflow; | D = 0)
Expressing 18 as log likelihood ratio yields:
—
Pr(D=1|N Pr(D=1 P ! =
I r( | N) n r( ) +Zln r(cflow; | D =1) (19)

Pr(D=0|N)  ~Pr(D=0) 4" pr(cflow, | D = 0)

As Pr(D=1| N)+ Pr(D =0 | N) = 1, the netflow data N corresponds to a

depressed case when

Pr(D=1|N) >Pr(D=0|N) (20)
i.e., when
Pr(D=1|N)
1nPT(D=0|N) >0 (21)

—
Note that instead of cflow, any of the eight attributes defined in equation 1 can
also be used.

4.3.3. Leveraging similarities to time-series classification. Netflow data

N \ N
. . . 4 [ 4
can be represented as a time-series since N = { flows, flows, ..., flowy} represents an
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ordered sequence, where m given by equation 1 is recorded during epoch t such that
the observations in m were recorded previous to those in m foralll <t<k.

In section 3.1, shannon entropy was used to capture one property of the time series
- randomness. However, a very intuitive feature, namely, the shape/trend of time series
is not captured by this metric. A popular approach to capture shape characteristics
is to extract periodic sinusoidal basis functions from the signal, devoid of noise and
unnecessary redundancies. In particular, given a uniform sample of a real signal f(t) =
(f(1), f(2),..., f(k)), fourier transform is used to express the signal as coefficients in
a function space spanned by a set of complex exponential basis functions, representing
sinusoidal components in the real domain. In some sense, DFT is analogous to principle
components wherein a compressed representation of time series is obtained. The idea is
illustrated in fig 4.5.

The Discrete Fourier Transform (DFT) is the projection of a signal from the time

domain into the frequency domain by:

o= 2: F(t)exp ("27,;” t) (22)

where, f = 1,2,...,k and i = v/—1. c¢s is a complex number and represents the
amplitudes and shifts of a decomposition of the signal into sinusoid functions. For real
signals, ¢; is the complex conjugate of ¢, _;4+1(i = 2,3,. .., g) Further, the implementa-
tion utilized fast fourier transform (FFT), reducing the time complexity to O(nlogn).

For each participant ¢ = [1,n], the netflow data N; is used to derive eight time-
series’, one for each flow attribute given in equation 1. The number of coeflicients for
each participant |c}| is determined by preserving 80% energy of the signal. The energy

of transformed signal is given by:

EX

Ef(t) = Z a;c; (23)

Where, a; corresponds to appropriate scaling coefficients.
However, with this approach, the number of coefficients for each participant may be

different and is dependent of the complexity of the flow attribute time-series. Therefore,
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(a) Decomposition of a signal into constituent frequency components.
Each frequency response is represented by one coefficient of DFT
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(b) Reconstruction of the original signal using low frequency
components. Note how reconstruction preserves the basic
shape characteristics of the signal, in-spite of just using 8 co-
efficients

Nlustration of Discrete Fourier Transform and the effects of signal recon-

struction (adapted from [82])

in order to maintain a consistent size of the feature vector across all n participants, the

total number of coefficients for each participant is given by:

|Coefficients| = min(|c|, |c?c|, et (24)



44

4.4. OVERVIEW OF MACHINE LEARNING TECHNIQUES USED

In this section, an overview of potential supervised learning<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>