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ABSTRACT 

A present l i mi ta.tion to the testing of a physical subsystem within 

an analog simulation is that the analog computer must compute in real 

time. If it is necessary to time scale the simulation of the complete 

system, a physical subsystem of the complete ~ystem may not be tested 

within the simulation. Therefore, a means of changing the time scale 

of the analog signal is needed to test a physical subsystem within a 

time scaled analog computer simulation. 

In this thesis a means of time conversion by sampling the analog 

signal at one rate, storing the samples, and reading the samples out 

at another rate is presented. A closed loop test procedure is present ed 

which requires that the analog signal be converted to real time before 

applying to the physical subsystem under test, and the output of the 

subsystem is converted to computer time before being fed back into the 

analo g- simulation. The effect of errors in time convers ion on the entire 

system is also considered. 
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CHAPTER I 

INTRODUCTION 

A. Analog Simulations and Testing 

An analog simulation is one of the most powerful tools available 

to an engineer for the testing of a design before and after system 

construction. Such simulations can include the overall dynamic char­

acteristics of a system, or they can simulate the physical components 

themselves, part by part. A very valuable technique for analog simu­

lations is the replacement of components and subsystems by the actual 

devices, and testing under conditions closely approximating actual 

operating conditions. This technique considerably reduces the time 

required to arrive at a satisfactory design, and is also economical 

because the entire system does not have to be constructed before testing. 

For example, in the testing of a breadboard design of an autopilot, 

as described by Prince (1,), the airplane, gyro, and airplane control 

system are simulated on the analog computer. Such a simulation is 

diagrammed in Figure 1. In this test the simulated response of the 

gyro to the simulated airplane motion is fed into the breadboard design 

of the autopilot, and the output of the autopilot is supplied to the 

simulation of the airplane control system. The simulated output of the 

control system is then fed back into the simulation of the airplane. 

By this simulation large amounts of date. can be obtained quickly 

in a form that can be readily interpreted by an engineer, and the 

decision to conduct flight tests of the design can be based on the 

success of the simulato~ studies. Thus, much time and money can be 

saved by testing the design without construction of the complete system. 
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B. Limitations of Analog Testing 

A definite limitation in testing a physical subsystem with an 

analog simulation is that the analog computer must operate in real time . 

niis detracts greatly from the advantages of analog simulations because 

in a simulated model time may be scaled. When physical subsystems are 

tested in the simulated model, conditions mus t be employed that closely 

approximate environmental conditions. Thus, real time operation is 

required. In the simulation setup of Figure 1 the analog simulation 

of the airplane, f!::fro, and the airplane control system must compute 

in real time to test the breadboard design of the autopilot. In a 

time scaled analog simulation actions that are too fast to follow on 

the computer may be slowed down to operate on the computer, and actions 

that are too slow may be sped up to computer speeds. 

c. Object of the 'lhesia 

The object of this thesis is to present a method of testing a 

physical subsystem with an analog computer simulation computing slower 

than real time. Such a method is diagrammed in Figure 2. 

In the simulation setup of Figure 2 a computation cycle is performed 

by the repetitive, slow speed, analog simulation and the output of the 

simulation is fed into a time compression circuit. The time compression 

circuit converts the slow computer time to real time. Then the real 

time signal is applied to the physical subsystem under test, and the 

output is converted to coIDputer time by the time extension circuit. 

At the same time the output of the time extension circuit is fed back 

into the analog simulation and another computation cycle is started. 

By repeating the computation cycles the system will reach a solution. 

However, in some cases the system m~ diverge rather than converge, 
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and no solution will be obtained. When a solution is reached, useful 

data for the physical subsystem are obtained. 

'This thesis presents a method for converting the time scale of 

5 

a signal by sampling the analog signal at one rate, storing the sample s 

in a memory, and reading the samples out at another rate. A closed­

loop test procedure is presented in which the output of the simulation 

is time compressed before applying to the physical subsystem under 

test, and the output of the subsystem is time extended before being 

fedback into the analog simulation. The effect of errors in t ime 

conversion on the system performance is also presented. 
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CHAPTER II 

REVIEW OF THE LITERATURE 

Analog computer simulations are a powerful tool f o t he testing of 

complex systems. Such simulations reduce the problem of test meas­

urement and recording to connection of ordinary laboratory instru-

ments, and computers are designed to make the changing of simulated 

process effects easy and fast. Simulation testing is also advantageous 

because the re-1 system need not be constructed for testing. This is 

e conomical and leads to better design be caa.ise all ideas may be tested 

be fore construction. Also the time s cale may be changed on analog 

computers. That i s, if the simulation frequencies exceed the capabilities 

of the computer, then a time transformation must be made that slows the 

simulation down, or speeds it up, whichever is necessary (10) and (15). 

By placing breadboard designs of portions of the system in 

place of their simulated counterparts, the system may be tested futher. 

Prince ( 13) points this important factor out in the testing of an 

autopilot. For this test the motion of the plane, response of the gyro, 

and the control system are all simulated on an analog computer to test 

the performance of an autopilot. This method of' testing is advantageous 

in that it is economical and no personnel are endangered by the test. 

This article also points out that such tests are limited to real time 

operation of the analog computer. 

To achieve more accuracy and higher speeds o£ operation analog 

computers have been combined with digital computers for testing (4) and 

(8). These hybrid computation techniques possess all of the advantage s 

of analog techniques plus the added speed, accuracy, and memory of 
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digital methods. Truitt (17) has designed an analo g-digital computer 

which is very effective in the prediction and control of missile 

flight pe. ths. 

The use of' a h i['h speed iterative analog computer in a control 

system was first proposed by Ziebolz and Paynter (19) and (20). 

Their means of control was to first predict the future variable, 

assuming no change of t he disturbances during the computati on cycle, 

and control the high speed model rather than the real plant. 'Ihe 

control action is then samp led and t he real time plant is controlled 

with a servo which reduces the control valve travel rate by a factor 

equal to the ratio of the two time scales. 

A special purpose high speed iterative analog computer is 

commercially available, and its use for higp accuracy real time 

prediction is described by Stern (16). In this process the high speed 

output of the computer is sampled, t.he samples are then stored in a. 

memory and readout for a period much greater than the sample period. 

By this means, a real time version of the high speed output is obtained. 

'!he method of sampling the iterative signal and reading the sample out 

for a long period of time to achieve time extension is achieved by a 

sample and hold circuit (3), (5) and (9). 

Ins closed-loop test of a physical subsystem with a time scaled 

analog computer it is necessary to have both time extension and time 

compression. The time compression may be achieved by storing the 

infornation in an analog form, and reading 1:he information out faster 

than it was read in (2) and (6). Another method of time compression 

is to sample the analog signal, convert the samples into a di gital 

code, and compress the coded samples by circulatin~ them through a 

delay line (14). 
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In this thesis the time compression method of circulating digital 

pulses through a delay line loop and a sample and hold circuit are 

combined wit.~ the proper control generators and analog to digital 

converters to test a physical subsystem with a time scaled analog 

computer. 
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CHAPTER III 

TIME CONVERSION 

A. Introduction 

The frequency re sponse of the individual analog elements limits 

the highest natural frequency which can be simulated with fidelity on 

e.n analog computer. When a simulation operates too fast (the operating: 

frequency is above the cutoff frequency) it becomes necessary to slow 

the simulation down by time scaling. Time scaling may also increase the 

speed of computation for slow responding systems to the cutoff frequency 

of the computer. Thus, the output of an analog computer is bandlimi ted 

at the cutoff frequency of the computer, -f=c . 

If a physical subsystem is to bo tested within a closed-loop, 

time scaled, analog simulation, the problem is to convert the output 

of the computer to real time before applying it to the subsystem under 

test, and to convert the output of the eubsystem back to computer time 

before feeding it back into the computer. When the co~puter is operating 

in slow time it is necessary to first time compress the output of the 

computer, and then to time extend the sir nal before feedbeck into the 

computer. 'Ihe steps necessary for time conversion of a bandlimited 

analog signal with a Fourier transform F( { )• are determined by 

sampling the analog signal and changing the frequency of the sampling 

pulses. If the analog signal is sampled at one rate, the samples stored 

in a memory device, and readout at a f'aster rate, the signal is time 

compressed and the frequency extended. If the samples are read out at 

* The symbolism for the Fourier transfonn is the same as used by Hancock (7) . 
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a slower :rate, the time scale of the signal is extended and the frequency 

compressed. '!he Fourier transform is related to the time dor;ia in 

function f ( -t) , by E:iuation 1. 

Fe f) = 
oo -jw-t-

[_ fct>€ d-t 
-oO 

A time domain function and tr_e co r responding Fourier transform are 

r iven in Figures 3 and 4 respectively. 

B. Sampling Theorl_ 

The signal +(~) is now sampled with a periodic pulse train, 

S ( t) , with a unit magnitude. '!hat is, the product of t-(t) and 

( 1) 

S Ct) is taken in the time domain. '!he resultant signal ~l-!) S (.-t-) 

will appear in the time domain e.s a periodic pulse train with e.mpli tudes 

proportional to the amplitude of' the si[7nal 'T( f:) • This product is 

illustrated in Figura 5 with the envelope of -t-(1::-) superimposed. 

The Fourier transfonn of the sa~pled si r nal f ( ~) Sli:-) is 

where 

(2) 

From the derivation in A ,J pendix A, 5 (-f) is expressed as a Fourier 

series of the f'or!n 
00 s,.,, ( n'4> .. ~T) . t z ~ € J n t,Jo 

5{-t) = ,- n wo ~, 
n= -eP -y 

where 

Wo = ~~ Fa (4) 

fo 
I - -- T (5) 

and AT is the pulse width. 
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The sampled signal is then given by 

"':.-- AT 
T 

and the corresponding Fourier transform becomes 

oQ < AT 5 ,,,, (~w .. 4a') €-j (-n~o -rt4i 
X<.f) = f .t:::_ T (ntJo ~ c/-1: 

-~ )"\,r.-d> 2 

Interchanging the order of 

X(.f) 

Since f {. ·fl has been expressed s.s 

Fen= I: ru; c-j6J-Cclt 

the le.st term of Equation 8 is simply f"(~) shifted to h L,.>• or 

If\ ~ 0 • This term is 

X ( .f) = 6T 
T 

then expressed as F ( f - h +o) . Thus, 

< S,n (nPo r) ) 
< - F( f - ~+o 

n ... - ..a:» (n bJ o 4z_ T ) 

A sketch of' XC~) versus frequency is given in Figure 6. The 

magnitude of each of the terms of Equation 10 is determined by the 

S 11•? ( n tAlo ~ ) 
magnitude of' the mul tip 1 ier, (,,, ~ 0 ~') 

12 

(7 ) 

(8 ) 

(9) 

(10 ) 

Prom the preceding results, it is apparent that F ( ~) and 

consequently .f {-t) can be reconstructed f'rom X (~) by fil terinr, about 

zero f'requency with a bandwidth of +,. A restriction on the sampling 

r a te , fo , is also obtained from Figure 6. The sa-npling rate must 

e s uch that the spectrum about n+o does not overlap the spectrum of 

y,. - , ) ~ o • That is , 

( 11 ) 

The above derivation does not sbow how the time scale of a si~l may 

be changed, but how a bandlimited sisrnal may be represented by a train 

of pulses. 
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c. Time Scale Cha.n £:in r:::: ___ ...;_ _____ _ = 

To chang f'- t he time scale of' the e.nalo f; si.f:?1e.l the frequency of 

the pulses is c hanged after the sampling has taken pl&ce. The frequency 

change is achieved by storin;:- t h e sru;iples in a memory and reading them 

out at a. diff'erent rate. That is, the period, T, of tlie sampline 

pulse train is compressed or extended to f'orm a new p e riod T 1
, 

I 

where Tis related to T oy 

QT ( 12) 

and '<. is known as the t h.'le c on version factor. By chan g·inr t he per i od 

the frequency is alsc ch a.n["ed. 

I f~ 
fc:. = a. 

w ~ =-

By replacinz ,- by T 1 and UJo by v.>~ in Equation 6, a new 

time dome.in function ~ 
1

(1) is obtained. 

S,n ( '1 t,Jo
1 ¥) 

(/'J l,()o' ~T) 
Reple.cinz T

1 

by a.T and w~ by w IID/ d. 
.....,, 

, 
Z(t) 

(13) 

( 14) 

( 15) 

( 16) 

'lhe correspondinr Fourier tra.nsforrr, for t h e new time dome.in function 

becomes 

A, -
.5 ( ~ 6T) 

1n a. 2 

(nwo AT) 
a. 2 

From the above equation it i :: noted that c hanJ ini the period after 

sa::!::plinr; changes the see.le of X{f). 'Ihat is, 

X '( -F) ( 18) 

( 17) 



By use of a theorem of Fourier transformations, 

a. 

Equation 17 transforms into the time domain as 

The frequency spectrum of' the new time domain function a. X.(a-i) 

appears as in Figure 7. 

By filtering about zero frequency with a bandwidth +;0- a 

15 

( 19) 

(20) 

time domain siP1al J.fi) is formec.. Since f'il tering about zero frequency 

on tr:e original frequency spectrum, X ( .() , reconstructs the ori g inal 

time doms.in signal, +(-t), filtering about zero frequency on the new 

frequency spectrum, X'(!), forms a time domain function which is 

related to the ori~inal time doe.min function by Equation 21. 

= I 
a.. -\="(a..-1:) 

Thus, if' a. is greater than unity, the time do .'.:::ain of Fe~} is 

extended. Also, if a. is less than unity, the time domain of 

is compressed 

Therefore, to ehanze the time scale of' a bandlimited signal, 

(21 ) 

the sip;nal is first sampled and then the period of the train of pulses 

of the sampled function is changed. The amount the period is changed, 

a , must ~ive a scale change sufficient to convert from computer time 

to real time• 



CHAPTER IV 

TIME CCMPRESSION 

A. Introduction 

To compress the time scale of a sigpal the method developed in 

Chapter III is used. That is, the signal is sampled at one rate, and 

the spacing between the samples compressed. 

The simplest means of' compression would be to compress the samples 

directly retaining the amplitude of each sample. Because of possible 

losses in the storage necessary for compression this method is not 

feasible. To avoid the errors due to possible losses in storage a 

binary code is formed from the sampled data of the analog signal. 

It is this binary code which is compressed rather than the samples 

themae l ves. 

B. Analog to Digital Conversion 

The conversion to a binary code is accomplished by an analog to 

digi ta.l converter. An analog to digit.al converter is divided into two 

basic operations, quantizing and encoding. The tunction of the quan­

tizer is to yield a fixed voltage output when the input voltage falls 

bet.ween two predetermined values. The encoder takes the out.put of the 

quantizer to form a binary code word corresponding to the voltage 

range for the two predetermined values. It is these code words which 

are compressed. 

The binary code formed by the encoder is a set of digital pulses 

on parallel lines. The number of parallel lines depends upon the 

accuracy and range over which the converter must operate. A more 

detailed explanation of an analog to digital convert.er is given in 



Appendix :3. From this point on, since the compression techniq ue f'or 

ee.ch pa tn of the binary co de is identical, the co rr:p ression will be 

described for only one di7it. 

C.. The Time CocDore ssor 

Ti r:ie compression is note. continuous operation; that is, only 

17 

a predetermined interva l ce.n be compressed, e.nd t h e compressed output 

cannot be obtained until after the complete interval has o ccurred. 

Therefore, to compress a portion of e. continuous bandli :d ted sipnal, it 

is !;ecessary to r-e.te the analo p..: input such that 1:)Ursts of· t he analog 

si gnal Is secon ds long: separated by fl. Ts second intervals r e ach t he 

time compressio n loop. 'Ihe cb," ect of' t be ti me co :i:pression loop is to 

compress es.c :-: Ts second ~onr- interval into an i nterval ~ T.s seconds 

lon p- . Tl-:e amount o f time C•)rr.pression is then T~/6 7s. This compression 

ratio must be sufficient to convert co:nputer time t c real t ime. 

The co :r:p lete ti :1:e co :rp ressi on loop is shown in Fi,P.Ure 8. 

'I'he control p-enerator f ates the e.nalog signal with a pulse T.s seconds 

:.)N and 6 Ts seconds OF'f. T:C.e r.-ated sil!l1al is then applied to the input 

terminals of the ane.lo p to di [: i tal converter. Tr. is converter samples 

the inco::rinr signal at a re.te ~~, where ~<:> is f°reater t han twice 

the limitin~ frequenc y of t ~e input, and forms ti1e corres □onding t inary 

code. The first digital pulse, Tc seconds wide, passes i n to an OR 

.cate and then into an AND g-ate. The CR gate allows pulses coming ~ro~ 

the c onverter o r pulses bein g fed back to er:ter the Af:D Fate. 

Alff r e.te the p ulses are strobed b y a hip:h frequenc:r clock pulse. The 

purpose of this clock pulse is to c onvert t:-,e cirital pulses into 

equivalent h ir-h frequency sipnals that can µass t : roup-h the delay line. 

TI·.e ov.tput of t l e A:\ D gate is then fed int ·_. an a mp lifier wl-:ere t !-:e 
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modulated pulse is shaped to energize the delay line. At the output of 

the line the pulse is first amplified before being allowed to pass 

through the AND gate by the circulate enable pulse. After this the digital 

pulse is fed back into the delay line through the first OR gate. 

The len[:th of the delay line is selected so that the second 

digital pulse coming form the encoder is fed into the delay line T 0 

seconds after the first pulse is fed back into the line. 'lhe process 

of circulating the digital pulses through the line is continued 

until o<.- I pulses are stacked together on the line. The amount 

of time compression, 0\, is the reciprocal of the time conversion 

factor, a.. 'lhe time compression factor is related to the delay time 

by the expression 

(22) 
le. + TD 

Where Tis the period of the samplin~ pulses and also the digital 

pulses. !he delay line loop is opened by the absence of the circulate 

enable pulse which is applied to the AND vate, and the pulses are 

allowed to pass through the readout AND gate by the presence of the 

readout pulse. while in tbe readout AND rate the pulses are age.in 

strobed by the high frequency clock pulse before being passed into 

the digital to analog converter. The strobing at this point is to 

time and reshape the pulses. During the readout time of ATs 
seconds the o( '-1::1,. pulse coming from the encoder passes into the delay 

line and into the readout gate without being circulated. This technique 

converts a set of 0( pulses for a burst Ts sec0nds lonr: of the analog 

signal into an analog signal -r; /4 or A Ts seconds long. 
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The process of time compression is illustrated i n a more detailed 

manner by the pulse sequence diagrams of' Figures 9 and 10. Firure 9 

shows a set of' c< di e;i tal pulses with width T, spaced T seconds 

apart. Superimposed above the o<.. pulses is the circulate enable pulse 

which is T; seconds long . These pulses a.re stacked together in the 

de lay 1 ine as they c ircual te through the loop. Figure 10 shows the 

output of' the delay line after .3 T seconds or af'ter pulse # 1 has 

made two loops. The pulses continue to circulate in the delay line 

until there are o( - / pulses stacked on the line or the first pulse 

appears a.t the output of the line for the o( 11i time. At this 

time the circulate enable pulse turns OFF and the readout enable 

pulse turns ON. The readout enable pulse is the inverse of the circulate 

enable pulse. Ref'ering to Figure 8 it is seen t..~at the circulate 

enable pulse and the readout enable pulse are obtained by delaying the 

control p-ating pulse a time equal to the delay of' the analog to digital 

converter. 'lhe readout enable pulse allows the o( - I pulses on the 

line to be fed into the digi t.a.l to analog converter throu£71 the read-

out enable AND gate. The c< 'rh digital pulse passes through the 

delay line and directly t hroup-h the readout enable AND r:ate without 

beinr fed back into the delay line. This compresses the o< samples 

of the o.naloe si~al Ts seconds long into a period A Ts seconds lonr . 

D. Requirements of the Compressor 

From the previous discussion and Figures 9 and 10 some new 

relationships f'or the time compression factor o( are obtained. 

The spacing bet.ween the code pulses times the compression f'aetor must 

equal the length of the burst to be compressed. 

Ts 
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Since the spacing of the code pulses is equal to the reciprocal of the 

sampling frequency, f 0 , and also the smap.ling frequency must be 

p:reater theY1 twice the bandlimiting frequency, ~'-, Equation 24 

follows directly from Equation 2~. 

Is < (24) 

2. ~c. 

Equation ·24 gives a very usef'n l relationship between the bandlimi ting 

frequency, the compression ratio, and the length of.' the burst to be 

compressed. This equation is, however, misleading. It shows that 

the burst to be compressed can be increased without limit as o< 

is increased for any given bandlimiting frequency,~. Equation 24 

does not account. for- a change in the sampling frequency, ~ _ , with 

a change in the compression ratio. Since the compression process of 

the digital pulses compresses o<. pulses into an interval T seconds 

long, the compressio11 factor times the period of t.he compressed pulses, 

Tc.-\. T 0 , must equal the period of the sampling pulses, T , or 

T= o(,(Tc+Tt>) 
(25) 

For the best performance TO approaches zero, and 

(26) 

or 
\ 

(27) 

Equation 27 shows that the sampling frequency is inversely proportional 

to the compression :f'actor. Substituting from Equation 26 into Equation 24 

~ limit is obtained for o( • 

J 

2 ~c. Tc.. {28) 

'lhe above equation is the required restriction on --"- which must be 

satisfied before any of the precedin~ equations involving thP qamplinr. 



frequency and the interval to be compressed can be applied. 

Time compressors may be rated by the following factorss their 

dynamic range, distortion, noise, bandwidth, and magnitude of input 

se~ent. When using an analog to digital converter the first three 

depend solely on the characteristics of the converter, since the time 

compression is achieved in a digital manner. By using a large number 

of quantum steps properly tapered, it is possible to obtain a 

compressor with a l arge dynamic range and a low noise level . 



CHAPTER V 

TIME EXTENSION 

A. Introduction 

To extend the t.ime domain of an analog signal the method developed 

in Chapter III is employed, the analog signal is sampled, the samples 

are stored, and the frequency of the samples is th.en decreased. A means 

of time extension is to store the samples and read the samples out 

for a period much longer than the sample period. 'Ibis process is 

illustrated in Figure 11 for a repetitive input. Part A of Figure 11 • 

shows the repetitive input and the aampling pulses. The length of one 

cycle of the input is ~ T., seconds, and the sampling frequency, ~- , 

is the reciprocal of the signal length plus the width of the sampling 

pulses, T, . 

ATs -+T. 

Part B of Figure 11 shows that a time extended veraion of one cycle 

of the input is obtained by holding and reading out each sample for 

A~ seconds. 'lbe waveform of Part B is a step function, but. with a 

good low pass filter the waveform becomes a ti~e extension of one 

cycle of the original waveform. 

(29) 

From Figure 11 it is also noted that a. - / of the gate control 

pulses must equal the 'time of the original analog signal, or 

Since s;:.u must be greater than twice the bandlimi ting frequency s;:c... , 

Equation 29 can be rewritten as in Equation ,1. 

(:~o) 
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2 f, < ~o ' 
A Ts/ca.- t ) ~Ts. + 

(31) 

or 

< a.. - I 
A Ts 2af'c. 

Equation ~2 gives the restriction on the length of the bandl imi t..ed 

analog signal to be extended, and Equations 29 and ,o give the require­

ments on the sample period and the sampling frequency. Each of the 

preceding equations ::rust be satisfied for conversion from real time 

t o computer time. 

B. The Sample and Hold Circuit 

A circuit which achieves this type of time extension is a sample 

and hold circuit. A sample and hold circuit is a circuit which samples 

an analog voltage a .t a well defined point in time, then provides a 

non-destructive readout of this voltage sample for a relative long 

pe riod of time. Such a system consists mainly of a storage device, 

a s ystem for reading the information into storage, and a system for 

r eading the information out of storage without seriously disturbing 

i t until readout is complete. A block diagram of a sample and hold • 
circuit is shown in Figure 12. 

'!he sample and hold circuit shown in Figure 12 operates by a 

pulse from the gate control opening the gate allowing the sig,w.l from 

the input amplifier to charge the storage capacitor. Af'ter suff'icient 

time has elapsed to bring the charge on the storage capacitor very 

near its final value, the gate closes, thereby preventing fut.her change 

in charge on the storage capacitor. 'lbe output e.mplif'ier is provided 

to read the voltage on the storage capacitor without destroying the 

voltage present. 
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C,. Repetitive Readout Memor.,1 oevice 

For tne t.1.me ex'tP"lsion to t.a.ke plo.cc ~c;. debCI ibed in the precedi 

·,gt--,i.>h, the e.na.log; voltage rmu,t be repetitive so that t1acn ,am?>le 

1• taken during a short interval, compared to the hold +.\me, af'teT +.h 

precedinp- "lamp le. That is. aJ1 analog signal A Ts secor,ds long ia fer 

into, memory device which provides~ repetitive readout, 11.nd thia 

out~ut i• sampled by a pulse train with a. period A,~ +T,. E.l\ch 

sample, T. second• long. is hdld. and x-eadout for A Ts second•• 

This procedure gives a t.1:me extension .:,f ATs/T, • Thia time 

extension must be sufficient to convert real time to computer time. 

The re~etitive readout memory device which is necessary :t'or the 

input to the sample and hold circuit consists of a delay line AT s 

seconds long with positive feedback. Por the repetitive memory device 

shown 1n Figure 1,, gate #I is opened an6 gate #2 is closed as the sign&l 

is read in. .l:f'ter the signal AT, seconds long is paaa119d through. gate #"I 

gate #I ia closed and gate 12 is opened. With ~te in. opened the 

signal ia readout at. the readout point again, also aa long aa gate f'2 

is opened the signal continues to circulate t.hroupi the delay line loop. 

The delay line &D1plifier has sufficient gain to re•t.ore the signal to 

its original amplitude at. the readout point. 1'hua, the delay line loop 

illu•trated in Figure 1 ~ provides a repetitive readout of the original 

signal when the gates are opened at the proper t.imes. 

D. Limitations of the Semple and Hold Circuit 

The limitations of a sample and hold circuit aa noted by Bddina (5' 

are diagramaed in Piyure 14. The input and output amplifier• have 

limited Toltage handling capabilities which limit the dynamic range of 

the •Y• te"' 'Jhe, D-C dri f't and gain drifi cause error• which 1 imi t. the 
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resolution of' the system. 1'he finite response time s 1 irn i t the minimum 

sample time, and the leakage from the storage capacitor places restrictions 

on the maximum ratio of the sample period to the hold period. 

The average leakage current, rL, during the hold period 

through the closed gate and the output amplifier causes a char g,e l oss 

on the storage capacitor. This loss causes the stored voltage to 

decrease by A \/ vol ts over the hold period, A T51 seconds. This 

voltage is given b y 

AV- TL 6.Ts 
C 

(33) 

For optimum performance AV must be very small compared to the system 

resolution. Since .A Ts can be large, the problem is to have a low 

leakage current. 

When the ce.paei tor is charged the voltage must change from an 

initial value of £ 0 vol ts to e. final value of E z. vol ts. The 

net change in charge is then given by 

If' the charging time 1s T, seconds, and the charging current is 
. 

,I{ e , the net change in charge is also given by 

[
T, • 

clL ~Q ~c 
c) 

Combining the last two equations 

( E_ 2 Eo) [,

T, 
- = " ~-c elf C 

(35) 

(36) 

I f the charging current is approximately constant durinp the charging 

pe riod, T. , the last equation becomes 

(37) 



Equation~ follows directly by substituting from Equation 33 into 

Equation ? 7. 

Equa tio:.... '8 shows that the maximum volt.age change during the charg;e 

period is determined by the system resolution, the ratio cf the 

charge time to the hold time, and the ratio of the charge current to 

the leakage current. 
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'!he output impede.nee and stability of practical ampl i fiers may not 

be adequate for high resolution systems. If such is the case, negative 

feedback must be employed. 'lhis feedback could either bee. loop 

around the entire system or around the input and output amplifiers. 

Whichever type of feedback is employed, the opening oft.he gate places 

a virtual short circuit upon the input amplifier causing it to go into 

current saturation, and che.r~ing the hold capacitor at a constant 

current, I c. • 'lbe change in volt.age after time -t- is given by 

E 
As £ approaches a final value the amplifier comes out of current 

sa.tura tion. From this time until the gate closes, tha capacitor charges 

toward i ta final value. If the change occurs at To , then the 

voltage at the closure of the gate is given by 

E. = I 

{T, - To) 

E z - ( E 2 - E o - r s.!0
) E: R c. (4o) 

Where E 
O 

is the voltage on the capacitor when the gate opens , E 1 

is the voltage on the capacitor when the gate closes., R is the sum 

of the dynamic resistances of the input amplifier and the gate, and 

£ 2 is the final value toward which the capacitor is charging. '!he 

entire charging process as given by Eddins (5) is shown in figure 15. 
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CHAPTER VI 

A COMPLETE TEST SYS'l'EM 

For testing with an analog computer operating in slow time it is 

necessary to time compress the output of the computer before applying 

the sigpal to the subsystem under test, and then to tune extend the 

output of the subsystem before feeding the signal back into the analog 

computer. Because the time conversion is not a continuous operation the 

analo g computer must compute f'or a predetermined intervel, and the 

feedback signal must be timed properly to reach the computer as a new 

computation cycle is be ginning . 'lhe diagram of Figure 16 is the complete 

block diagram for testing a subsy stem in a closed-loop, slow-time , 

analog simulation. This diapram combines the analo p- computer, time 

compression loop, time extension circuit, and the necessary control 

genera tors. 

When an analog computer is time scaled the computer time, 1" , 

is related to real time, -C , by 

For a computer to compute in slow time ~ must be [:reater than 

( 41 ) 

unity. By the time conversion technique of Chapter III a time scale 

change is made as indicated by Equation 42. 

G<... e»( -c (42) 

Since it is desired that E1uation 42 tre.ns:form computer time into 

real time, the product of u. P{ must equal unity. Thus, using the 

technique of Chapter IV, ~ is ad .;usted such that 

a. = -
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If this i s one , computer time is transformed into real time. Also, 

the extension ratio of the sample and hold circuit must be equal 

to the time scale :£'actor of the computer. This is because the time 

transformation of the sample and hold circuit must transform ~eal 

time to computer time. 

For the analog simulation and the time compression loop to operate 

in synchronism both are turned ON and OFF by the same control generator. 

This control generator has a. period of Ts seconds ON and A Ts seconds 

OFF, and this output controls the time compression loop as described 

in Chapter IV. 

Up to this point no mention has been made of the vol ta.ge or 

power level of the analog signal which is applied to the subsystem. 

The analog computer is assumed to have an output near its maximum 

output voltage level, which may be an amplitude scaled output. The 

analog to digital to analog conversion system is assumed to have a 

suf':f'icient range to handle the analog signal, and the ampl i:f'iers within 

the loop provide sufficie'nt amplitude to circulate the digital pulses 

through the loop, and have no effect on the magnitude o:f' the output. 

Therefore, an amplifier must be supplied to provide the necessary 

signal level be:f'ore applying the signal to the subsystem under test . 

As the output of the digital to analog converter is fed through 

the amplifier and the subsystem, the readout enable pul.se is delayed a 

time interYal equal to the delay of the converter, and the amplifier. 

Then as the analog signal is coming out of the system, the delayed 

readout enable pulse opens gate #1 and closes gate In. of the repetitive 

readout memory device. This sets the repetitive readout memory device 

into operation as described in Chapter V. Since the readout enable 
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pulse is the same length as the time compressed signal, this pulse 

also closes gate #1 and opens g-e.te #2. at the proper time. '!he delayed 

readout enable pulse is also used to trigger a monostable multivibrator. 

'llle output of' the multivibrator is then used to turn ON the gate control 

generator. The gate control generator has a frequency which allows the 

storage capacitor to charge and a proper hold time to give a time 

extension of Cl. • The pulse duration of the monostable multivtbrator 

is 1 5 , long enough t.o allow complete time extension. 

After the signal is properly extended it is f'ed through another 

amplifier and delay line. '!his amplifier-delay line combination serves 

to delay the analog signal such that the signal is just reaching 

the analog computer as the control generator starts another computation 

cycle, and to provide the proper amplitude to the feedback signal. 'lhe 

second cycle operates in the same fashion as the first cycle, except 

that the output of the computer is different. due to the feedback from 

the subsystem. 'l'his cyclic computation and testing process is repeated 

until a solution is achieved e.nd data on the subsystem under test are 

obtained. A proper solution will occur when the output for each cycle 

is the same . 



CHAPTER VII 

ERRORS DUE TO TIME CO VERSION 

In the time scale cha_nging and testing of a. subsystem the analog 

' signal in computer time is compressed by a factor of -=z before 

ap~lying the sig,:ial to the subsystem. '!he output of the subsystem is 

then extended by a factor of o( and fed back into the analo computer . 
. . 

'!his complete process is illustrated by the block diagram . in Figure 17. 

In this dia,e:-ram and all preceding discussions the co~pressions and 

' e xtensio~s were assumed exactly -;;;z- and o( respectively. However, 

there is a possibility of error in these time conversions because of 

the precise delays and accurate.ly timed pulse generators that are 

required. If an error_ is present, the effect of the error on the 

s ystem must be determined. 

If the error in D{ is bi. o< the amount of time comp ression is 

iven by 

where 

and the a.mount of time extension is i ven by 

+ 
where 

Denoting all values of the si gnal that ·have an error in o( present 

with a subscript .fl. , the value e.t oint 2 of Fi re 17 is given by 

(44) 

(46) 

(47) 
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'lhe correspondin,£" values f'or points 3 and 4- are 

-1:: 

+-
(48) 

e.nd 

A.._ ( c, -f 

'!he above expressions show that the input to tl1e subsystem and the feed-

back signal are both in time scale error due to the errors in c:>( • 

If these errors are small enough not to eff'ect t!1e time or f'requenc:,,r 

response of the system under test, they are acceptable. 

To determine the eff'ect of the time conversion errors on the tes t 

system the Lap lace transform of' the portion exterior to the analog 

computer is studied. Since 

and 

a.. 
the desired transform of the input is tiven by 

0... 

the transform due to errors becomes 

o<.. 

considering the term 

and since 

D 

F(¾-) 

(50) 

(51) 

(52) 

"""' y.. ) s J 
(53) 



Equation 54 now becomes 

+-
Using the above approximation the Laplace transform of the output 

due to errors in o( becomes 
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• + A Jl (---➔-_j__°"-_c:;l.._(_J.l._o<_, _➔_A_oc_-._) ~) (57) 

'Ihe desired transfer function is given by 

A ( ;_) (58) 

and the transf'er 
C ( ~~ 

function due to ime conversion errors is given by 

(59) 

CC¼) 
From the above two expressions it is noted t.hat the errors in time con-

version act only to shift the poles · and zeros of the test block and to 

change the gain of the test block. 'lhe change in gain can be compensated 

for by additional ampli£ication, and the effect of the shift in poles 

and zeros is determined by considering the poles and zeros of the 

complete system. That is, the amount of shift or error in the poles and 

zeros of the subsystem which can exist and yield favorable test resulits 

is compared with the shift due to errors in time conversion. Also if 

~o(, and 6o<.L are equal and of opposite sign, the overall effect on 

the complete system is approximately zero. 



CHAPTER VIII 

CONCLUSION 

From the preceding chapters it is noted that the tes ting of a 

subsystem with an analog simulation is not limited to real time 

computation. Repetitive bursts of analog computatior in slow time can 

test a subsystem in real time, if time compression and extension methods 

are used. Using these techniques a completely new field of analog 

testing comes into v iew. 

With the time compression methods of Chapter IV the length of the 

burst ot be compressed, the sampling frequency of the compressor, 

and the width of the di gital pulses required can all be calculated 

knowing the bandlimiting frequency and the time scale factor. 'lbe 

sample period and hold period can also be found knowing the band-

1 imi ting frequency and the time scale f'actor for the time extension 

circuit. It is also noted that the amount of time conversion is limited 

only by the width of the digital pulses and the sample period. Thus, 

the size of the time scale factor is limited only by the design of the 

analog to digital converter and the sample and hold circuit. 

Although this new method opens a completely new field of analog 

testing, the design and cost of the special equipment are no easy nr 

small matters. For addad flexibility the equipment must be designed 

such that: (1) tl1e analog to digital converter has a very narrow digit.al 

pulse and the sampling frequency is variable; (2) the delay line is 

variable; (5) the smaple period of the sample and bold circuit ia 

adjustable to very small values and the hold period is variable; 

(4) the ON and OFP times of the control generator are variable. 



If' the design employs t hese items, the equipment will have a variable 

time conversion, and the effect of errors in time conversion can be 

determined by the method of' chapter VII. All ~ates and logic circuits 

must have a fa.st turn ON and turn OFF time to handle the required pulses, 

and the delay of these circuits must be known to properly time the 

circuit. 

'lbe use and need of' testing with a time scaled analog computer 

will be the determining f'actors in the construction of' the time 

conversion test equipment. 



APPENDIX A 

The Sampling Function 

A periodic sampling function 5(-t) is specif'ied for one period 

as follows: 

S(-t) =- I.O 

S (-i) - 0 AT/z 

S(t.) - J.o T- A,1'2.< -t <T 
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(1A) 

( 2A) 

It is known that 5(e)may be represented in the frequency domain by 

f'requencies n / T where - oe> < Y' <. o0 • '!he magnitude of each of 

these frequency components may be evaluated. by first determining Cn ; 

Thus, 
.bT/-i. c:-i n aJ. i It C /1 = r 

-AT/'l.. 
(4A) 

I L ~ t'\~o 
b.T 

ch 
-z = . € 

.J nL00 

(5A) 

AT L 5 I~ (/1 tu. ~] c,, -- (n l.vo ¥") 
(6A) 

The complete form of the Fouri~ Series for ,S'(i) can now be written 

as follows. 

00 s ,~ (n u.J. ¥) 

(n w o A~•) 

• J n (<.Jo -I: 
€. (7A) 



APPENDIX B 

Analog to Digital Converter 

I n time scaled analog testing an analog to digital converter is 

used in the time compression loop. This analog to digital converte r 

f'orme a binary code for each voltage sample taken and places each 

binary digit on a separate pare.llel line. The overall o peration as 

outlined in Qiapter IV is perf'o rmed by the circuit of' Figure 18. 

For the purpose of illustration the formation of a three-digit 

binary code is described. For good fidelity 6 or 7 digits are ne cessary. 

A three digit s ystem forms a different binary code word for each of 

8 voltage levels. An example of a binary code vi th a range from zero 

to 4o volte is given in Table I. 

To f'orm the binary code given in Table I the quantizer must firet 

determine what level the given sample is in,;; thi• is accomplished by 

various means of voltage comparison with ramp Yoltagea, staircaae 

voltage, or separately timed pul sea. The quantizer then puts out a 

pulse on one of 7 channel• corresponding to the re·spective voltage 

level. '!here 1• no channel for the zero level because no digit.a a re 

required tor this level. 'lhe encoder then forms the required binarJ 

code for the given level. 'lbe simplest meana of achieving thi• 1• to 

place the pul•e of the quantizer on each of the required channels. 

Thia process is d iagruaad. iD Figure 19. 



ANALOG 
INPUT --- SAMPLER 

SAMPLING 

GENERATOR 

QUANTIZBR 

FIGURE 18 

An analog to digital conTerter 

ENCOIER B 
DIGITAL 
OUTPUT 
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LEVEL MID-LEVEL LEVEL LIMITS OUTPUTS 

VOLTS VOLTS A B C 

0 

0 2.5 0 0 0 

5 

1 7.5 1 0 0 

10 

2 12.5 1 1 0 

15 

; 17.5 0 1 0 

20 

4 22.5 0 1 l 

25 

5 27.5 1 1 1 

30 

6 ,2.5 1 0 1 

,5 

7 37.5 0 0 l 

4o 

TABLE I 

Voltage levels o~ the quantizer and the digital codes 



TPUT 
OF THE 
QUANTIZER 

1 

2 

4 

5 

6 

7 

A 

B 

C 

FIGURE 19 

A three digit encoder 
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DIGITAL 
OUTPUT 



Digital to Analog Converter 

The purpose of the digital to analog converter is to convert the 

incominE digit.al pulses into the relative voltage level represented by 

t he particular pulse combination. In this system the digital pulses 

defining each voltage level or sample occur simultaneously on three 

parallel lines. Each line drives a flip-flop which is turned ON by 

the presence of a digital signal pulse on the line. Midway in t ime 

between the signal pulses, a reset pulse is fed to the flip-flop on 

another line in order to turn OFF the flip-flop. A diagram for one 

digit is illustra ted in Figure 20. 

The normal and complementary outputs of each flip-flop are then 

matrixed together in a series of AND gates, according to the desired 

code, as shown in the block diagram of Figure 21. At any instant of 

t ime only one gate is open and only one level of voltage passes 

t hrough the OR rate common t o all the AND gates. The output of this 

OR gate is then f iltered to obtain the time compressed analog voltage. 



I NFORM.4.TION 

I NFORMATION 
SIGN.l'.L 

RESET PULSES 

NORMAL 
FLIP-FLOP 
OU'l'PUT 

COMPLEMENTARY 
FLIP-i?LOP 
OUTPUT 

1 

..... 

1 0 1 

-

- ~ -

FIGURE 20 

Pulse to :flip-:flop conversion for -t:.he di rr, i tal to analog converter 

0 

-
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D-C LE'VEL 1 

A 
-B 

C 

D-C LEVEL 2 

A 

B 

c 
D-C LEVEL 3 

A 

B 

a-
D-C LEVEL 4 

A OR 
FILTER ANALO~ 

B GATB OUTPU 

C 

D-C LEVEL 5 
A 

B 

C 

D-C LEVEL 6 

A 

B 

C 

D-C LEVEL 7 
A 
B 

C 

FIGURE 21 

A three digit matrix decoder 
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