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(57) ABSTRACT

Embodiments of the present invention provide a method 
implemented by a computer program for detecting and iden
tifying valve failure in a reciprocating compressor and further 
for predicting valve failure in the compressor. Embodiments 
of the present invention detect and predict the valve failure 
using wavelet analysis, logistic regression, and neural net
works. A pressure signal from the valve of the reciprocating 
compressor presents a non-stationary waveform from which 
features can be extracted using wavelet packet decomposi
tion. The extracted features, along with temperature data for 
the valve, are used to train a logistic regression model to 
classify defective and normal operation of the valve. The 
wavelet features extracted from the pressure signal are also 
used to train a neural network model to predict to predict the 
future trend of the pressure signal of the system, which is used 
as an indicator for performance assessment and for root cause 
detection of the compressor valve failures.
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COMPUTER PROGRAM AND METHOD FOR 
DETECTING AND PREDICTING VALVE 

FAILURE IN A RECIPROCATING
COMPRESSOR

BACKGROUND

[0001] 1. Field
[0002] The present invention relates to computer programs 
and method for detecting and predicting valve failure in com
plex machinery, such as a reciprocating compressor. More 
particularly, the invention relates to a computer program and 
a method for analyzing standard, measurable parameters of a 
compressor system, such as pressure, temperature, and vibra
tion, and extracting features from the parameters that best 
indicate a health of a compression process of the compressor 
system or a component of the compressor.
[0003] 2. Description of the Related Art
[0004] Complex machinery used in manufacturing pro
cesses is, like any other machinery, subject to breaking down 
and failure. Because the complex machine is often critical to 
the manufacturing process, and further because there is often 
not a back-up machine that can be used while the broken 
machine is being prepared, the manufacturing process must 
be aborted while repair on the broken machine is performed. 
As can be appreciated, loss of a complex machine due to 
repair in a manufacturing environment often leads to other 
problems beyond just the need to repair the machine. For 
example, if a machine central to the manufacturing process is 
being repaired, then other machines may be forced to be idle, 
personnel may not be optimally used, and goods partway 
through the manufacturing process may be compromised due 
to the timing of the breakdown and the inability to complete 
the manufacturing process.
[0005] To address these concerns, a field of maintenance 
referred to as “condition-based monitoring” (“CBM”) has 
emerged. Instead of performing corrective maintenance once 
a failure arises, or expensive and possibly needless preventa
tive maintenance to ward off potential failures, CBM attempts 
to detect and/or predict upcoming failures before they result 
in required repair of machine use at inopportune times. 
Although in theory, CBM is an advantageous tool for moni
toring the health of a machine, in operation, CBM suffers 
from an overly simplified analysis of information extracted 
from the machine.
[0006] For example, many CBM methods for complex 
compressor systems monitor one or more various parameters 
of the system, including vibration of the system, temperature 
of the system, and certain pressure levels. From known sat
isfactory levels of each parameter, the CBM method will alert 
an engineer if any one of these parameters is outside a normal 
range, or if  a parameter has exhibited certain behavior outside 
of normal practice. This CBM method is sufficient for basic 
detection and prediction but lacks the sophistication neces
sary to determine problems should the change in parameter be 
due to something other than system failure.
[0007] With respect to reciprocating compressors, which 
are commonly used in industrial applications, maintenance of 
the compressors is very costly. Reciprocating compressors, in 
particular, have many moving parts that are subject to extreme 
wear and often break down, resulting in a loss of time and 
money. It is an estimated that unscheduled downtime of com
pressors on critical systems can cause losses of up to $100, 
000 per day. The most common failure in a reciprocating 
compressor is valve failure. Accordingly, there is a need for a

prognostic method that can proactively predict the impending 
failures of valve components, so that scheduled and reactive 
maintenance on the compressors can be eliminated, thereby 
increasing the throughput of the system and reducing the 
lifecycle costs.

SUMMARY

[0008] The present invention solves the above-described 
problems and provides a distinct advance in the art of condi
tion-based monitoring for a reciprocating compressor. More 
particularly, the present invention provides a method and a 
computer program operable to predict valve failure in a recip
rocating compressor and further operable to detect and pro
vide a root cause failure for valve failure in the compressor. 
Embodiments of the present invention are operable to detect 
and predict valve failures using wavelet analysis, logistic 
regression, and neural networks.
[0009] As can be appreciated, a pressure signal from a 
reciprocating compressor is a non stationary waveform. Fea
tures from the signal can be extracted using wavelet packet 
decomposition. In one embodiment of the present invention, 
the extracted features, along with temperature date for the 
reciprocating compressor, are used to train a logistic regres
sion model to classify defective and normal operation of a 
valve. The model, for a given set of input, will give the 
probability of the input belonging to either a normal or defec
tive signature group. Hence, the logistic regression model is 
used as an indicator of system health.
[0010] In another embodiment of the present invention, the 
wavelet features extracted from the pressure signal are used to 
train a neural network model to predict the future trend of the 
pressure signal of the system, which is used as an indicator for 
performance assessment and for root cause detection of the 
compressor valve failures.
[0011] The embodiments of the present invention can pro
vide early warning for failure of the system and indicate 
impending failure of system components. The method of 
embodiments of the present invention is implemented via the 
computer program of the present invention to derive opera
tional characteristics of a component of the reciprocating 
compressor, such as the pressure of the compressor, without 
the use of expensive sensors and by extending the most fre
quently used sensors for condition monitoring.
[0012] These and other important aspects of the present 
invention are described more fully in the detailed description 
below.

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES

[0013] Embodiments of the present invention are described 
in detail below with reference to the attached drawing figures, 
wherein:
[0014] FIG. 1A is a flowchart illustrating a method of pre
dicting valve failure in a reciprocating compressor;
[0015] FIG. IB is a flowchart illustrating a method of 
detecting valve failure in the reciprocating compressor and 
determining a root cause of the valve failure;
[0016] FIG. 2 is a side view through a vertical cross-section 
of the reciprocating compressor;
[0017] FIG. 3 is a side view through a vertical cross-section 
of the reciprocating compressor and further illustrating a 
location of common sensors used with the reciprocating com
pressor and a measurement of the sensors;
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[0018] FIG. 4 is a pres sure-volume diagram;
[0019] FIG. 5 is a block diagram illustrating the compo
nents of the reciprocating compressor and computer program 
of the present invention;
[0020] FIG. 6 is a cause-and-effect diagram for common 
valve failures in the reciprocating compressor;
[0021] FIG. 7 is a diagram illustrating an architecture of an 
Elman neural network;
[0022] FIG. 8 is a flowchart for application of the method of 
an embodiment of the present invention operable to predict 
valve failure in the reciprocating compressor;
[0023] FIG. 9 is a chart illustrating a confidence value for 
certain test data used by Applicants for determining the effi
cacy of embodiments of the present invention;
[0024] FIG. 10 is a chart illustrating a confidence value for 
a first valve performance using a logistic regression of 
embodiments of the present invention;
[0025] FIG. 11 is a chart illustrating a confidence value for 
a second for a second valve performance using a logistic 
regression of embodiments of the present invention;
[0026] FIG. 12 is a chart illustrating actual and predicted 
wavelet features using a neural network of embodiments of 
the present invention;
[0027] FIG. 13 is a chart illustrating the actual and pre
dicted wavelet features for the first one hundred minutes of 
operation of the reciprocating compressor;
[0028] FIG. 14 is a chart illustrating the actual and pre
dicted wavelet features for the second one hundred minutes of 
operation of the reciprocating compressor;
[0029] FIG. 15 is a chart comparing the predictions given 
by the neural network of embodiments of the present inven
tion with the predictions of a neural network using only a 
gradient descent algorithm; and
[0030] FIG. 16 is a chart illustrating an error in prediction 
between the actual and predicted values of eneigy trends for 
the neural network of embodiments of the present invention 
and the predictions of a neural network using only a gradient 
descent algorithm.
[0031] The drawing figures do not limit the present inven
tion to the specific embodiments disclosed and described 
herein. The drawings are not necessarily to scale, emphasis 
instead being placed upon clearly illustrating the principles of 
the invention.

DETAILED DESCRIPTION

[0032] Turning now to the drawing figures, and particularly 
FIG. 1, a computer program and a method in accordance with 
embodiments of the present invention is depicted. The com
puter program and method are operable to detect and/or pre
dict in complex machinery, such as a reciprocating compres
sor 10, failure of a valve. The method of embodiments of the 
present invention is implemented via the computer program 
of embodiments of the present invention. As set forth in FIG. 
1A, in embodiments of the present invention that predict 
valve failure, the method comprises the steps of: (a) monitor
ing a pressure signal produced by the valve of the reciprocat
ing compressor; (b) applying a time-frequency analysis to the 
pressure signal so as to obtain a pressure waveform; (c) apply
ing a wavelet transform to the pressure waveform so as to 
perform a feature selection analysis; and (d) training a plu
rality of neural networks so as to select a best performing 
network operable to predict a behavior for the valve of the 
reciprocating compressor within a predetermined period of 
time, the training of the plurality of neural networks including

the steps of (dl) initializing the plurality of neural networks 
by inputting a portion of the features selected from the feature 
selection analysis of step (c) into each of the plurality of 
networks, (d2) applying a gradient descent algorithm to each 
neural network to obtain a generalized error of the neural 
network, (d3) selecting from each of the neural networks a 
plurality of high-performing networks, (d4) applying a par
ticle swarm optimization to enhance an accuracy of the 
selected high-performing networks, (d5) creating an equal 
number of high-performing networks by mutating the high- 
performing networks selected from step (d3) using an evolu
tionary algorithm, and (d6) repeating steps (dl)-(d5) until the 
plurality of neural networks are trained to have a predeter
mined accuracy rate between an actual value and a desired 
value.
[0033] As set forth in FIG. IB, in other embodiments of the 
present invention that detect valve failure and determine a 
root cause of the valve failure, the method comprises the steps 
of: (a) monitoring the pressure signal produced by the valve 
of the reciprocating compressor; (b) monitoring the tempera
ture signal produced by the valve of the reciprocating com
pressor; (c) applying a time-frequency analysis to the pres
sure signal so as to obtain a pressure waveform; (d) applying 
a wavelet transform to the pressure waveform so as to obtain 
a plurality of features; (e) inputting the plurality of features 
into a logistic regression model; and (f) obtaining from the 
logistic regression model a probability of valve failure.

Reciprocating Compressor Systems

[0034] Compressors are primarily used for producing a gas 
at a higher pressure than the ambient condition. Compressors 
have a wide variety of applications and vary in size from a few 
feet to tens of feet in diameter. Depending on the type, com
pressors increase the pressure in different ways. They can be 
divided into four general groups: rotary, reciprocating, cen
trifugal, and axial. In rotary and reciprocating compressors 
10, shaft work is used to reduce the volume of gas and 
increase the gas pressure. In axial and centrifugal compres
sors, the fluid is first accelerated through moving blades and 
then passed through a nozzle.
[0035] Reciprocating compressors 10 are the most com
mon type of compressors found in industrial applications. A 
reciprocating compressor 10 horsepower is approximately 
three times that of centrifugal compressors. Reciprocating 
compressors 10 offer a broad range of capacity control and 
extremely high compression ratios, irrespective of gas 
molecular weight. This is advantageous in certain process 
industries, such as hydrogen gas compression and natural gas 
transport industry.
[0036] As illustrated in FIG. 2, reciprocating compressor 
10 has a piston-cylinder arrangement. A piston 14, including 
a piston head 16, reciprocates within a cylinder 18, including 
a cylinder head 20, to produce gasses at higher temperature 
and pressure. A suction valve 22 and a discharge valve 24 
controls the flow of the gas inside and outside the cylinder 18. 
The dynamics of the reciprocating process in the compressor 
10 are explained by a Pressure-Volume (PV) diagram illus
trated in FIG. 4.
[0037] As illustrated in FIG. 4, at point A, also known as top 
dead center (“TDC”), both suction and discharge valves 
22,24 are closed. During an expansion stroke, the piston 14 
moves from TDC to the bottom dead center (“BDC”), indi
cated by point B in FIG. 4, thereby increasing the volume of 
gas that originally occupied the volume between the piston
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head 16 and the cylinder head 20, also known as the clearance 
volume and as illustrated in FIG. 3. The increase in volume 
reduces the cylinder’s 18 internal pressure. As the piston 14 
reaches point B, internal pressure within the cylinder 18 is 
equal to the suction line pressure. A small additional piston 14 
movement is enough to reduce the internal pressure of the 
cylinder 18 below the suction line pressure, causing the suc
tion valve 22 to open.
[0038] As the piston moves from point B to point C, the 
suction line gas at a higher pressure than the cylinder’s 18 
internal pressure is drawn inside the cylinder 18. The portion 
of the total cylinder volume occupied by the admitted gas is 
called the suction volume. At point C, the piston 14 begins to 
move in the opposite direction, towards the TDC. As this 
movement begins, the piston 14 reduces the volume of gas 
contained in the cylinder 18, increasing its pressure and forc
ing the suction valve 22 to close. After the suction valve 22 
closes, the original clearance volume gas and the gas admitted 
during the suction cycle are reduced in volume by the piston 
14 movement. Consequently, the cylinder’s 18 internal pres
sure increases until reaching the discharge line pressure in 
point D. A small additional piston 14 movement is enough to 
raise the cylinder’s 18 internal pressure above the discharge 
line pressure causing the discharge valve 24 to open. From 
point D to point A, the gas in the cylinder 18 at pressures 
exceeding the discharge line is discharged. The volume of gas 
discharged is called discharge volume. The theoretical PV 
diagram, when superimposed on the actual diagram, supplies 
compressor diagnostic information.
[0039] Because of manufacturing and assembly tolerances, 
reciprocating compressors 10 always have some clearance 
volume. Because there is some gas remaining in the clearance 
volume at the end of the entire discharge stroke (swept vol
ume), this remaining gas will expand during the suction 
stroke. The ratio between the suction volume and the swept 
volume is called suction volumetric efficiency. In a similar 
manner, only part of the piston stroke is used to discharge gas. 
The ratio between the discharge volume and the swept vol
ume is called discharge volumetric efficiency.
[0040] Volumetric efficiency has to be maintained high for 
goodcompressorperformance. The volumetric efficiency can 
be monitored by the PV diagram, but this calls for using high 
end instrumentation on the system. The operating conditions 
for most of the times are very extreme, and online monitoring 
using sensors that can function at these extreme conditions is 
not economical. Fience, there is a need for a scheme that 
utilizes relatively inexpensive sensors to analyze the perfor
mance of the compressor system and its components.

Fiardware for Implementation of the Computer 
Program and Method of Embodiments of the Present 

Invention

[0041] The present invention can be implemented in hard
ware, software, firmware, or a combination thereof. In a pre
ferred embodiment, however, the invention is implemented 
with a computer program that can be accessed by a computer 
26, as illustrated in FIG. 5. The computer 26 may be acces
sible via a communications network (not shown). The com
puter program and computer 26 illustrated and described 
herein are merely examples of a program and equipment that 
may be used to implement embodiments of the present inven
tion and may be replaced with other software and computer 
equipment without departing from the scope of the invention.

[0042] The computer 26 serves as a repository for data and 
programs used to implement certain aspects of the present 
invention as described in more detail below. The computer 26 
may be any computing device such as a network computer 
running Windows NT, Novel Netware, Unix, or any other 
network operating system. The computer 26 may be con
nected to a computing device 28 that serves as a firewall to 
prevent tampering with information stored on or accessible 
by the computer 26 and to a computing device 30 operated by 
an administrator of the computer 26 via another communica
tions network 32.
[0043] The computer 26 and computing devices 28,30 may 
include personal computers, such as those manufactured and 
soldby Dell, Compaq, Gateway, or any other computer manu
facturer, handheld personal assistants such as those manufac
tured and sold by Palm or Pilot, or any other type of well- 
known computing device.
[0044] The computer program of embodiments of the 
present invention is stored in or on computer-readable 
medium 34 residing on or accessible by the computer 26 for 
instructing the computer 26 to execute certain code segments 
of the computer program. As such, embodiments of the com
puter program of the present invention comprise an ordered 
listing of executable instructions for implementing logical 
functions in the computer 26 and computing devices 28,30 
coupled with the computer 26. The computer program can be 
embodied in any computer-readable medium 34 for use by or 
in connection with an instruction execution system, appara
tus, or device, such as a computer-based system, processor- 
containing system, or other system that can fetch the instruc
tions from the instruction execution system, apparatus, or 
device, and execute the instructions. In the context of this 
application, a “computer-readable medium 34” can be any 
means that can contain, store, communicate, propagate, or 
transport the program for use by or in connection with the 
instruction execution system, apparatus, or device. The com
puter-readable medium 34 can be, for example, but not lim
ited to, an electronic, magnetic, optical, electromagnetic, 
infrared, or semi-conductor system, apparatus, device, or 
propagation medium. More specific, although not inclusive, 
examples of the computer-readable medium 34 would 
include the following: an electrical connection having one or 
more wires, a portable computer diskette, a random access 
memory (RAM), a read-only memory (ROM), an erasable, 
programmable, read-only memory (EPROM or Flash 
memory), an optical fiber, and a portable compact disk read
only memory (CDROM). The computer-readable medium 34 
could even be paper or another suitable medium upon which 
the program is printed, as the program can be electronically 
captured, via for instance, optical scanning of the paper or 
other medium, then compiled, interpreted, or otherwise pro
cessed in a suitable manner, if necessary, and then stored in a 
computer memory.
[0045] The flow chart of FIG. 1 shows the functionality and 
operation of a preferred implementation of the present inven
tion in more detail. In this regard, some of the blocks of the 
flow chart may represent a module segment or portion of code 
of the computer program of embodiments of the present 
invention that comprises one or more executable instructions 
for implementing the specified logical function or functions. 
In some alternative implementations, the functions noted in 
the various blocks may occur out of the order depicted in FIG. 
1. For example, two blocks shown in succession in FIG. 1 may 
in fact be executed substantially concurrently, or the blocks
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may sometimes be executed in the reverse order depending 
upon the functionality involved.

Feature Extraction

[0046] A procedure for extracting useful information from 
raw data signals, such as the pressure, temperature, and vibra
tion of the reciprocating compressor system 10 at a particular

sive assessment of system health is illustrated in FIG. 3. The 
instrumentation includes encoders, proximity sensors, ther
mocouples, accelerometers, and other types of instruments. 
The following table also provides a listing of sensors and 
measurements embodiments of the present invention use in 
detecting valve failures, piston ring failures, and piston-cyl
inder vibrations.
[0050] Listings of Instrumentation for Three Types of 
Reciprocating Compressor Failures

Defects Valve failure
Piston ring and Rider 
band failure/wear

Piston/Cylinder
vibrations

Sensors and Thermocouples and Proximity and eddy Accelerometers
Measurements Resistance Temperature current sensors to mounted on the

Detectors (RTD) to measure measure piston rod compressor
the valve cap Drop. cylinder
and suction/Discharge gas Pressure and frame.
temperatures. transducers to Piezo-electric
Pressure transducers to measure the sensors
measure the cylinder and cylinder pressures. mounted on the
suction/Discharge gas Thermocouples and compressor
pressures. RTDs to measure cylinder
Displacement Sensors, the valve cap and and frame.
such as fiber optic sensors, to Suction - Discharge Ultrasonic
measure the displacement of 
the moving element of the 
valve.
Encoders on the crank to 
provide relative position of 
piston in the cylinder. 
Accelerometers mounted 
on valve caps to detect 
change in vibration pattern as 
the valve plate impact 
velocity increases.

gas temperatures. sensors 
mounted on 
compressor 
frame.

time, is known as feature extraction. The pressure, tempera
ture, and vibration relating to the valve of the reciprocating 
compressor 10 can be sensed and monitored using well- 
known pressure, temperature, and vibration sensors 36,38,40. 
As illustrated in FIG. 5, the computer program for imple
menting the method of embodiments of the present invention 
monitors known parameters of the reciprocating compressor 
system 10, such as the pressure, temperature, and vibration, to 
obtain the raw data signal, and then analyzes the signal to 
detect and predict system failure. Sensors 36,38,40 are oper- 
ably connected to the reciprocating compressor 10 and the 
computer 26 so as to input the raw data signal into the com
puter program, as described in more detail below.
[0047] Instrumentation on a Testing Platform
[0048] In order to test the efficacy of the present invention, 
Applicants set up a testing platform to study the three most 
prominent defects in the reciprocating compressor 10, 
namely, valve failure, piston ring failure, and rider band fail
ure, and to sense and monitor piston/cylinder vibrations. As 
noted above, the pressure and temperature sensors 36,38, in 
conjunction with embodiments of the present invention, iden
tify the effect of a component failure on the reciprocating 
compressor’s 10 performance. By classifying the changes in 
performance a component failure has on the system perfor
mance, a system model was developed that monitored the 
system parameters but still effectively deduced component 
failures based on the trend of the parameters.
[0049] An overview of possible instrumentation on the 
reciprocating compressor 10 used to provide a comprehen-

[0051] As part of the testing of the present invention, Appli
cants installed pressure and temperature sensors 36,38 on the 
inlet and outlet of each of the cylinders 18 in order to sense 
any change or variation in pressure and temperature signa
tures due to failure of valves. The data acquisition was done at 
every fifteen (15) minutes, and data was collected for one 
second at a sampling rate of one thousand (1000) points per 
second for the pressure and magnetic pickup sensors and one 
(1) point per second for temperature sensors. In order to force 
the valve system into failure so as to speed up the testing 
process, accelerated failure tests were initiated, the results of 
which will be discussed in detail below.
[0052] In order to understand the factors that cause failures 
on the valves, Applicants developed a cause-and-effect rela
tionship for the valves of the reciprocating compressor 10. 
The model was helpful to realize the dependency of the fail
ure modes on system parameters. FIG. 6 illustrates the cause- 
and-effect diagram for a valve failure, namely a valve leak.
[0053] As can be seen in FIG. 6, the cause-and-effect rela
tionship indicates that spring and valve plate failures are 
caused mainly by stiction and spring failure. This leads to 
high impact velocities, which in turn results in high impact 
forces on the plate and spring elements. Flence, Applicants 
induced plate failures by creating conditions favorable to high 
impact velocities on the plate. In particular, Applicants intro
duced water and sand into the inlet cylinder during compres
sion operation.
[0054] In order to induce stiction of the valve plate, a film of 
lubricant was applied to the valve seat. The film lubricant
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holds on to the valve plate by its adhesive property that 
increases the impact force on the plate when the adhesive 
force is overcome. The effect of accelerated tests performed 
by the Applicants was failure of the valve plate and spring.
[0055] Pressure and Temperature Waveform
[0056] As described above, for reciprocating compressors 
10 the pressure and temperature undergo a cyclical change 
due to the reciprocating nature of the process. The frequency 
of the change in the pressure and temperature, i.e., the cycle of 
the pressure and temperature, is controlled by the speed of the 
reciprocating piston 14, which is run by the compressor’s 
motor. The frequency of the pressure and temperature over 
time produces separate pressure and temperature waveforms. 
If a valve component of the system fails, this directly affects 
the waveforms, as the waveforms are a direct result of the 
natural frequency of the system. Thus, embodiments of the 
present invention analyze changes in the frequency of the 
pressure or temperature, i.e., changes in the pressure and 
temperature waveforms, to determine and predict failure of a 
valve component and causes for the failure.
[0057] Once the empirical pressure and temperature wave
forms are obtained, they must be analyzed in a particular 
domain, such as time and/or frequency. Although waveforms 
can be analyzed in the time domain or the frequency domain, 
it is advantageous to analyze in the time-frequency domain, 
which investigates waveform signals in both the time and the 
frequency domains. Time-frequency analyses use time-fre
quency distributions, which represent the energy or power of 
waveform signals in two-dimensional functions of both time 
and frequency to better reveal fault patterns for more accurate 
diagnostics. To detect and predict failures in the reciprocating 
compressor system 10, the pressure waveform resulting from 
ordinary valve movement is analyzed in the time-frequency 
domain for effective identification of failure patterns and 
general diagnostics.
[0058] Embodiments of the present invention provide two 
different but related analyses. One embodiment of the present 
invention determines when the compressor system is experi
encing a failure, and the root cause of the failure, using a 
logistic regression function. Information inputted into the 
function is obtained using wavelet transforms, described 
below.
[0059] Another embodiment of the present invention uses 
information obtained from the wavelet transforms and input
ted into a neural network to predict upcoming valve failure 
before a catastrophic failure happens. As can be appreciated, 
embodiments of the present invention can be used alone or in 
combination to predict and/or detect valve failure. Because 
both detection and prediction of valve failure relies on 
decomposing the raw pressure signal of the valve using a 
wavelet transform, such decomposition method is described 
below and applied to both the detection (logistical regression 
function) and prediction (neural network) analyses. Note that 
the temperature signal of the valve is only analyzed for the 
logistic regression function described below.

Signal Decomposition Using Wavelet Transforms

[0060] To analyze the pressure waveform, also referred to 
herein as a signal, the waveform is decomposed using a wave
let transformation. As is well known in the art, mathematical 
transformations are often applied to raw data signals to obtain 
additional information regarding the signal that is not other
wise known from just the raw data. A wavelet transformation, 
also referred to as a wavelet packet transform (“WPT”) is a

type of mathematical transformation that can be applied to a 
signal to obtain additional information regarding the signal.
[0061] A WPT is represented by a wavelet packet function, 
or simply a “wavelet packet,” which is represented by the 
following function: vP7ji”(t), where integers n, j , and k are the 
modulation, the scale, and the translation parameters, respec
tively, as provided in Equation (1) below.
[0062] The parameter k dictates the translation in time. It is 
related to the portion of the signal being analyzed, referred to 
as the “window,” as the window is shifted through the signal. 
The parameter k corresponds to time information in the trans
form domain.
[0063] The parameter j is the scale parameter, where j>0 is 
a continuous variable. Depending on the dilation parameter 
‘j ’, the wavelet function dilates or contracts in time, causing 
the corresponding contraction or dilation in the frequency 
domain. When ‘j ’ is large (j> l), the basis function becomes a 
stretched version of the wavelet packet function (j=l) and 
demonstrates a low-frequency characteristic. When ‘j ’ is 
small (j<l), this basis function is a contracted version of the 
wavelet packet function and demonstrates a high-frequency 
characteristic.
[0064] Thus, for fixed values of j and k, the wavelet packet 
function, TT j”, analyzes the fluctuations of the signal roughly 
around the position ‘2 /k ’, at the scale 2̂  and at various fre
quencies for the different admissible values of the last param
eter n.

x¥JJr(i)= y'2xir ‘(y t-k ) n=1,2, . . .  (i)

[0065] A decomposed wavelet packet component signal 
fj”(t) can be expressed by a linear combination of wavelet 
packet functions as given below:

/" «  = Y j A  A W

[0066] Wavelet packet coefficients c . can then be 
obtained from

cM = f°° fW "j,kW t <3)

[0067] Often, direct assessment of all wavelet packet coef
ficients leads to inaccurate diagnostics. This is because any 
dynamical system 10 inherently includes some information 
outside the norm. Thus, applied to a reciprocating compressor 
system, some of the wavelet packets will contain information 
outside normal operating conditions of the system 10. The 
method assumes that information outside normal operating 
conditions that provides a relatively small, if any, assistance 
to accurate modeling of the system. Thus, the wavelet packets 
that yield the best or most accurate information regarding the 
signal, otherwise referred to as the discriminatory informa
tion, are included in the analysis, and the wavelet packets 
providing little information are filtered out or otherwise 
excluded form the analysis. In embodiments of the present 
invention, the wavelet packet node eneigy, eJ n, is used for 
extracting the prominent features and is defined as follows:



US 2010/0106458 A1
6

Apr. 29, 2010

= z  (A )2

[0068] The wavelet packet energy measures the energy of 
the signal contained in some specific frequency band indexed 
by parameters j and k.
[0069] A process known as feature selection is then per
formed. Similar to the wavelet packet node energy analysis, 
those features of the wavelet packet that contain information 
outside normal operating conditions of the system are dis
carded from the analysis. To determine what features should 
be discarded, the feature components are ranked according to 
a criterion function. Once the ranking is known, a feature 
subset including the features with the discriminatory infor
mation can then be selected by choosing those features with a 
higher criterion function value. Application of this analysis 
assists in reducing the dimension features required to be 
analyzed.
[0070] Applicants have found that Fisher’s criterion, pro
vided in Equation 6, is suitable for embodiments of the 
present invention.
[0071] A discriminatory power is determined using Equa
tion (6). The features are ranked as

/ ( f f i g J i y g  . . .  S K C f ig J l f J  (5)

where J(*) is a criterion function for measuring the discrimi
natory power of a specific feature component. The criterion 
function (Fisher’s criterion) is defined as

m) = K/i “ tVf, I2 (6)

where and are the mean values of the Ith feature, fz, for 
class i and m, and at^  and am^  are the variance of the \‘h 
feature, fz, for class i and m correspondingly. The feature that 
is most discriminatory can be selected from the available 
features that have larger criterion function values. The fea
tures, {f)l 1=1,2,... ,n}, once identified, can be ranked from the 
features showing the highest discriminatory effect to the fea
tures showing the least. The features are then used to train a 
logistic regression model, as discussed below, and to enhance 
the generalization capability of the diagnostic process using a 
neural network.

Failure Prognostics Using a Neural Network Model

[0072] Embodiments of the present invention are operable 
to predict the performance of the reciprocating compressor 10 
and indicate upcoming failure of certain components using 
the neural network. In particular, the neural network of 
embodiments of the present invention can predict the trend of 
wavelet features, as developed above.
[0073] Prediction methods can be developed either by 
studying the underlying physics and laws of a system, and the 
process the system is going through, or by observing empiri
cal regularities in the signal. Though the physics-based 
approach yields powerful results, it is not trivial to understand 
the underlying laws due to the highly complex nature and 
nonlinearity associated with the process. In contrast, empiri

cal-based methods are easier to devise and implement, but 
unfortunately, they are not able to recognize failure problems 
due to noise in the signal.
[0074] Neural networks are a compromise to either of the 
above approaches. Neural networks are usually somewhat 
accurate function approximators. They have the property of 
recognizing rather arbitrary dynamical systems, and they 
have good robustness to noise and implementation, i.e., small 
changes in the network will not affect the computation in a 
finite time interval.
[0075] Recurrent Neural Networks
[0076] Neural networks with the ability to store historic 
data, also referred to herein as recurrent neural networks, are 
operable to forecast events because of the capability of stor
ing the previous states of the system through recurrent con
nections. An Elman recurrent neural network is known to 
show a promising potential for prediction of polymer product 
quality, dissolution profiles in pharmaceutical product devel
opment, and chaotic time series. Embodiments of the present 
invention apply the Elman recurrent neural network for the 
prediction of the performance trend of the valve system. The 
architecture of an Elman network is illustrated in FIG. 7.
[0077] Referring to FIG. 7, p„ represents a matrix of peak 
pressures per cycle of compression of the reciprocating com
pressor 10, T represents a temperature of each cycle, and E„ 
represents a matrix of wavelet energy features. The param
eters p„, T, and E„ (obtained from the wavelet transform 
described above) are the inputs to the network. E j, E2, . . . ,  En 
are the wavelet energies and are the outputs that the network 
will be trained to approximate. The context layer holds the 
historical data represented by I'. W(,:i represents the weight 
matrix for the \th layer, and K represents the instantaneous 
time for which the data is applicable. Thus, the neural net
work constructed for embodiments of the present invention 
has an input layer, two hidden layers, and an output layer.
[0078] Training of the Neural Network
[0079] To predict valve behavior of the reciprocating com
pressor 10, the neural network must first be trained to recog
nize or approximate a time series function of the wavelet 
energy, i.e., what is happening with respect to the valve at a 
particular time. As can be appreciated, the time series func
tion of the wavelet energy is a representation of valve perfor
mance.
[0080] An algorithm that can be used to accomplish the task 
of network training is the gradient descent learning algorithm, 
discussed in more detail below. It adapts the weights of the 
network by comparing the desired and actual values for a 
given input into the network. The network consequently 
forms a multi-dimensional error surface for a given set of 
inputs and desired values. This leads to a major drawback of 
this method because the error surface comprises numerous 
local minima. The gradient descent algorithm tends to move 
the solution space for the network weights towards the local 
minima. Often, the solution space may get locked in local 
minima of the error surface. This may lead to a poor perfor
mance of the neural network and poor prediction.
[0081] In order to solve the problem of local minima, 
embodiments of the present invention train the neural net
work with a hybrid algorithm of the gradient descent algo
rithm, Particle Swarm Optimization (“PSO”), and an Evolu
tionary Algorithm (“EA”). In this hybrid algorithm, a 
plurality of ten similar recurrent neural networks is randomly 
initialized, and each network, referred to as a particle, is 
trained individually with the given input and desired data. By
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applying a selection operation in PSO, the particles with the 
best performance are used as inputs for the next training 
generation, i.e., the particles with the best performance are 
copied to the next generation. Therefore, PSO always applies 
the best performing particles to the next generation of training 
of the network.
[0082] An EA is then coupled with the PSO in order to 
enhance the performance of the training algorithm. EAs are 
search and optimization techniques based on natural pro
cesses and often produce good results in training recurrent 
neural networks.
[0083] The hybrid algorithm of embodiments of the present 
invention combines the gradient descent algorithm, PSO, and 
the EA to obtain a method having the best features of each of 
the individual algorithms. While PSO is driven by social and 
cognitive adaptation of knowledge, which means that the 
weights of the neural networks are adapted based on the best 
performing particle in the population of networks, the EA is 
driven by principles of evolution, wherein the weights of the 
network are mutated to move the search to a different area of 
the solution space, thereby facilitating better global search 
capability.
[0084] Gradient Descent Algorithm
[0085] The gradient descent algorithm, known as a back 
propagation technique, trains the neural network based on a 
steepest descent approach applied to the minimization of the 
energy function E . The energy function represents the 
instantaneous error, and the training process involves com
puting the input covariance matrix and the cross correlation 
vector, estimated by Equations (7) and (8).
[0086] The energy function to be minimized is given by

Eq = \{d q - ^ J ( d q - ^ l , )  (?)

where Aq represents the desired network output for the q* 
pattern, and xoû 3> is the actual output of the recurrent net
work in FIG. 7 given by

x0„,<3)=tan sig[W(3>xx0J 2>] 

x0„,<2)=tan sig[ W ^ x x ^ 1*]

x0„,<1)=taiisig[tt<1)xmp] (8)

where xoû l\  for i= l,2,3, represents the output of \th layer; 
W®, for i=l ,2,3, represents the weight matrix for the \th layer; 
inp=input matrix, which in this case would be a matrix of 
normalized historical energy trend, peak pressure per cycle, 
valve timing per cycle, and temperature; tan sig equals the 
neuronal activation function tangential sigmoid.
[0087] The function tan sig is given by

£% -  £~X (9)
tansig(x) = e* + e x

[0088] The saturating limits of the tan sig function have a 
bipolar range. The negative and positive ranges of the func
tion have analytical benefits in terms of training the neural 
network model.

[0089] The rule for updating the weights of the defined 
network can be generalized as

W j2Xk+X)=WJ 2>(k)+\i(,>di,jxoutJ ~ i

where

dj fl=(dqh-Xoutjfl)g(yjfl) for the hidden layers

1 h ' (X I;/ 111 11) , /11 iy( i for the output layer (10)

[0090] Weight of the connection between the neuron j 
in the \th layer and neurons in the ( i- l)*  layer.

[0091] g(v -(-':))=First derivative of the neuronal activation 
function with respect to the input to \th layer

[0092] h=Number of input/output patters.
[0093] The steps of the gradient descent algorithm com
prise the following: (a) initializing weights to random values;
(b) from the set of input/output pairs, presenting the input 
pattern to the network and calculating the output according to 
Equation (8); (c) comparing the desired output with the actual 
value to compute the error; (d) updating the weights of the 
network using Equation (10); and (e) repeating steps (a)-(d) 
until a pre-determined level of accuracy is reached.
[0094] Particle Swarm Optimization
[0095] Particle swarm optimization is a population based 
technique wherein the system is initialized with a population 
of networks, each with randomly initialized weights. The 
algorithm searches for the optima satisfying a defined perfor
mance index over generations, i.e., iterations, of training. 
Each neural network weight, referred to as a particle, is rep
resented by a position vector 1„ where i= l,... ,n represents the 
number of network weights (particles) initialized.
[0096] The swarm of particles is flown through the solution 
space with a velocity defined by vector v,. At each time step, 
the fitness of the population of networks is calculated using 1,. 
as the input. Each particle tracks its best position, which is 
associated with the local best fitness it has achieved at any 
particular time step in a vector lb, . Additionally, a global best 
fitness, i.e., a best position among all the particles at any 
particular time step, is tracked as gb.
[0097] At each time step t, by using the individual best 
position, lb,(t), and the global best position, gb(t), a new 
velocity for the particle i is calculated by the equation,

v^)= m vm + cM M t)-m )+c^(gb(t)-m ) at)
where,
[0098] v,=Velocity of the particle
[0099] ip =Inertia factor
[0100] Cj and c2=Positive constants
[0101] (Iq and <|)2=uniformly distributed random numbers 

between [0 1].
[0102] The velocity change of a particle, given by Equation 
(11), comprises three parts. The first part represents momen
tum and controls abrupt changes in velocity. The second part 
is the cognitive part, which can be considered as the intelli
gence of the particle, i.e., the particle’s learning from its flying 
experience. The third part is the social part, which represents 
the collaboration of the particle with its neighbors. The bal
ance among the three parts determines the balance of the 
global and local search ability, and therefore, the performance 
of the PSO.
[0103] The inertia factor controls the ability of the PSO to 
search locally and globally. The larger the value of inertia, the 
better the global search ability. Applicants have found pref
erable PSO parameters to be the following: inertia weight=0.
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8, c^O.8, c2= 0 .5 , and size of swarm=10. Based on the 
updated velocities, each particle’s position is changed accord
ing to the equation,

Ji( r+ lH i(r)+vi(r+l) (12)

where 1, is the position of particle in the search space.
[0104] Based on the above equations, the particles tend to 
cluster together with each particle moving in a random direc
tion, thereby enhancing the searching ability by overcoming 
the premature convergence to a local minimum.
[0105] Evolutionary Algorithm
[0106] Evolutionary algorithms are a class of probabilistic 
adaptive algorithms that are devised on the principle of bio
logical evolution. They are used to train neural networks 
because they provide a broad and global search procedure. 
They distinguish themselves from other algorithms by being 
a population based method, wherein each individual in the 
population represents a possible solution to the given prob
lem. Each individual is assessed by a fitness score, namely the 
network’s mean squared error (“MSE”), to determine the best 
fitting individual. The main operator used in this approach to 
EA is the mutation parameter. Mutation is inspired by the role 
of mutation of an organism’s DNA in natural evolution. In this 
approach the best fitting individuals (parents) are chosen and 
they undergo mutation (to create offspring), which moves the 
search space to a different area in the solution space, thereby 
facilitating a better global search. EA has been shown to be a 
robust search algorithm that allows locating quickly the areas 
of high quality solutions, even if the search space is laige and 
complex. The quality of EA that enables broader global 
searching makes it suitable for neural network training.
[0107] The EA comprises the following general steps: (a) 
defining a population of n neural networks, N„ i=l, 2, . . . ,  n, 
with randomly initialized weights and biases; (b) generating 
weights and biases by sampling from a uniform distribution 
over [-1, 1]; (c) applying a self adaptive parameter, a„ i=l, . 
. . , n, to each individual network, where each component 
corresponds to a weight or bias and serves to control the step 
size of the search for new mutated parameters of the network; 
(d) for each parent, generating an offspring by varying the 
associated weights and biases; (e) calculating each network’s 
fitness value, MSE, during each cycle of mutation; and (f) 
repeating steps (a)-(e) until a predetermined level of fitness is 
reached. Step (d) further includes the substeps of (d l) for each 
parent N„ creating an offspring N' with weights calculated 
using the rule of mutation; and (d2) periodically making 
random changes or mutations in one or more members of the 
network assessed as the worst performing networks of the 
population, so as to yield a new network that may be better or 
worse than the current population of networks.
[0108] Although there are many possible ways to perform a 
mutation operation, embodiments of the present invention 
apply Equation (13) for generating new offspring from a 
segregated population of winners or networks with the best 
fitness. The values for the weights, W'(i), for a new network, 
N', generated from an elite parent, N, due to mutation is 
generally small and is controlled by the self adaptive param
eter a„ provided in Equation (13).

o'(i)=o(i)et!fl<-0-l\  2-1,2,

(13)

where,

1 (14)

Vi VaU

[0109] Nw=Total number of weights and biases in the net
work

[0110] N,(0,l)=Standard Gaussian random variable 
re-sampled for every i.

[0111] Elybrid of Gradient Descent Algorithm, PSO, and 
EA
[0112] As noted above, PSO operates by analyzing the 
social and cognitive adaptation of knowledge; in contrast, the 
EA operates by evolving from generation to generation. The 
EA discards valuable information at the end of a generation, 
while PSO tracks in its memory the information of the local 
and global best solution throughout theprocess. The mutation 
property of EA assists in maintaining diversity in the PSO 
population by moving the search space to a different area of 
the solution space. The gradient descent algorithm assists in 
arriving at the closest minima of the error surface rapidly.
[0113] Based on the complementary properties of the three 
algorithms, embodiments of the present invention apply a 
hybrid algorithm, illustrated in FIG. 8. As briefly noted above, 
a population of ten neural networks is randomly initialized 
and each individual network is trained with the given input/ 
output pattern. In each iteration, after the initial gradient 
descent learning, the winners from each network are chosen. 
The winners are the top 5 individuals with the best fitness, 
calculated based on the mean squared error (“MSE”) of the 
actual and desired values. The winners are then enhanced 
using the PSO. The other half of the population is discarded. 
The winners enhanced by the PSO are then run through the 
EA algorithm to create an equal number of individuals 
through mutation. This procedure enhances the entire popu
lation.
[0114] Results and Examples for Application of the Neural 
Network to Predict Valve Failure in the Reciprocating Com
pressor
[0115] Applicants conducted several tests to determine 
valve plate failure, spring failure, and stiction detection and 
prognostics using the algorithms discussed above. For both 
application of the logistic regression, discussed in detail 
below, and the neural network, the waveform was first decom
posed, as noted above.
[0116] Application of WPT for Pressure Waveform 
Decomposition
[0117] The pressure waveform was subjected to a six level 
wavelet decomposition using the Daubechies (db4) wavelet 
as the wavelet function. The Debauchies wavelet is a com
pactly supported mother wavelet that defines the timing win
dow for frequency analysis. It allows the wavelet transforma
tion to efficiently represent functions or signals with localized 
features. Real-world signals, such as the valve pressure, have 
these localized features, and tools like a Fourier transform are 
not fully equipped to recognize these features. The property 
of compact support assists in applications such as compres
sion, signal detection, and de-noising.
[0118] The pressure waveform at the cylinder outlet is 
analogous to the valve movement. Because it is a non-station- 
ary waveform, it requires a time-frequency analysis for effec
tive identification of fault pattern and failure diagnostics. AW'({)=W(i)+a'(i)Ni(p,l), 2 = 1,2,. . . ,N y
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subset of twelve (12) prominent feature components based on 
wavelet energies was selected using the Fisher’s criterion, as 
discussed above. These features, along with the temperature 
data, were further used for training the logistic regression 
model for normal and faulty operation mode detection, as 
discussed in more detail below.
[0119] Once the prominent feature components were 
selected, the neural network was trained. A hundred hours 
(100) of data was used to train the network in six hundred 
(600) minute increments. The network was designed to train 
with the latest six hundred (600) minutes of the data dynami
cally to predict the future trend of the wavelet feature one 
hundred twenty (120) minutes ahead from any given present 
time. The inputs to the model were an historic eneigy trend 
extracted by the wavelet transforms of the pressure signal, 
peak pressure value per cycle of compression, time to peak 
pressure per cycle of compression, and temperature data for 
six hundred (600) minutes, represented by E„, P„, V„, and T,. 
respectively. The outputs were the predicted trend of the 
wavelet features, represented by E1; E2, . . . , E„, for the next 
one hundred twenty (120) minutes.
[0120] Before beginning the training process, the pressure 
and temperature data were normalized using the following 
equation:

f INP, -mia{INP;)
' {.m M IN Pd-m iiilN P;)

-0 .5  *1.90
(15)

where INP is the matrix of the input data provided above. The 
normalization will smooth out the extreme outliers and insure 
that the values of the inputs to the neural network are between 
-0.95 and +0.95, which is the range of the neuronal activation 
function. The dynamic prediction results for the valve system 
are illustrated in FIG. 12. FIGS. 13 and 14 illustrate the 
prediction of the wavelet feature for the first two hundred 
(200) minutes.
[0121] The neural network is able to predict the trend of the 
wavelet features in close proximity to the actual values. A 
threshold value for the wavelet features needs to be estab
lished so that an alarm is triggered when the predicted trend 
crosses it. In the tests run by Applicants, the threshold value 
was set at -0.6 based on observations of previous failures and 
the mean value of the energy for normal operation. It is to be 
noted that the seeded failure on the testing platform was 
accelerated, which is to say that the time from the valve 
performance degradation to failure was also accelerated. In 
real-life failure scenarios, the time scale from degradation to 
failure is more gradual and is expanded. The neural network 
will be able to predict further ahead into the future under 
real-life scenarios. The neural network can be improved by 
including more system parameters into the training, such as 
vibration data.
[0122] In order to check the performance and efficacy of the 
neural network of embodiments of the present invention, it 
was compared with the results of predictions using only the 
gradient descent algorithm for training the same neural net
work. FIG. 15 compares the predictions given by the hybrid 
model of embodiments of the present invention with a model 
that only uses the gradient descent algorithm. The plot in FIG. 
15 illustrates that the input to the training model, depicted by 
‘ , and the predicted trend of the energy features, depicted by 
‘ <> ’ and ‘o ’ for the prior art gradient descent algorithm and 
the hybrid algorithm of the present invention, respectively. As

seen in the plot, the hybrid algorithm used for training the 
neural network was shown to have better convergence and 
generality to function approximation.
[0123] The plot in FIG. 16 illustrates the error in prediction 
between the actual and predicted values of energy trends for 
the two methods. The hybrid algorithm shows better approxi
mation of the process, thereby enabling better prediction 
results as indicated by the error comparisons in FIG. 16. In 
contrast, the gradient descent algorithm provides acceptable 
results for short-term prediction, but has larger error for long
term prediction.

Detection and Classification of Valve Failures Using 
Logistic Regression

[0124] Embodiments of the present invention are also oper
able to detect valve failure and provide a root cause analysis 
for the valve failure, i.e., why the valve failure occurred. In 
particular, Applicants have found that embodiments of the 
present invention have been shown to successfully classify 
stiction on valves with an accuracy of 98.2%, as described in 
more detail below. Further, Applicants have applied the 
present invention to successfully detect failure of the valve 
plate. To accomplish this detection, embodiments of the 
present invention train a logistic regression (“LR”) function 
or model to recognize failure modes. When trained effec
tively, the LR model can provide a probability of failure of a 
component of the valve, which can then be tracked for main
tenance scheduling. Further, the LR model can be trained to 
recognize other failure modes, such as spring degradation.
[0125] The operation of the compressor system can be 
obtained from daily maintenance records and logs. The sys
tem operation is dichotomous, i.e., either the system is oper
ating normally or it is broken (in failure). As noted above, how 
the system is operating, and the cause of any system failure, is 
determined by training the LR model. The goal of LR is to 
find the best fitting model to describe the relationship 
between a categorical characteristic of a dependent variable,
i.e., the probability of an event constrained between 0 and 1, 
and a set of independent variables. Inputting of information 
into the LR “trains” the LR to determine the cause or “fault” 
of certain events, such as the system being broken, i.e., a 
failure.
[0126] The LR function is defined as:

P{x) =
1

1 + 1 + e*<*>

(16)

where P(x) is defined as the probability of an event occurring.
[0127] The LR model g(x), which is a linear combination of 
independent variables x1; x2, . . . ,xK, is given by

g(x) =  log
P(x)

1 -  P(x) = a + /3[X[ + fiixi + ... + j6kXk
(17)

[0128] For estimating P(x), the parameters a  and [fyffy • • • 
, (fy need to determined in advance. Estimation in LR chooses 
values of parameters of a  and [fyffy • • • ,|fy using the maxi
mum likelihood method. Then, the probability of failure for 
each input vector x can be calculated according to Equation 
(16).
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[0129] The LR thus allows an engineer to not only know 
when the system is operating or is in failure, which in most 
cases is self-evident, but to know the root cause of any system 
failures. As can be appreciated, embodiments of the present 
invention monitor certain known parameters of the compres
sor system, such as temperature and pressure. If the tempera
ture, for example, fluctuates outside an acceptable range, the 
reason for the temperature fluctuation could be dependent on 
several different faults; however, the effect of the faults is the 
same, i.e., the temperature is fluctuation outside acceptable 
range. Application of the LR determines what type of fault is 
causing the failure.
[0130] Application of Logistic Regression on Pressure and 
Temperature Signatures for Fault Isolation
[0131] Performance assessment of the valve condition 
based on the pressure and temperature signatures is accom
plished by training the LR model. To confirm successful 
application of the LR model of embodiments of the present 
invention, Applicants trained two LR models and tested both 
for detection of two failure conditions. One model was 
trained for detection of stiction on valve plates, and the other 
model was trained for detection of valve leak condition. The 
models showed good results in detection of both the faults on 
the valve.
[0132] In more detail, the LR model was trained with five 
thousand (5000) cases of valves under normal conditions and 
five thousand (5000) cases of valves under stiction. The 
inputs to the model were the wavelet packet features extracted 
from the pressure signals, as described above, and the tem
perature data.
[0133] Two thousand (2000) cases (1000 normal and 1000 
faulty) were then used to validate the trained LR model. The 
parameters a , [313 [32, • • • P^were estimated using a maximum 
likelihood method to obtain the model for performance 
assessment. The confidence value (“CV”) was then calcu
lated based on the probability of failure. CV is defined as 
CV=l-P(x). When the reciprocating compressor 10 is run
ning normally, CV is close to 1. The CV of the reciprocating 
compressor 10 starts to fall towards zero as the compressor 
starts to fail. The closer the CV is to 0, the closer the com
pressor 10 is to failure. If the confidence value is less than a 
pre-determined threshold, for example 0.6, an alarm will be 
triggered indicating degradation due to failure of component. 
The CV plot for the test data is illustrated in FIG. 9. The 
following table provides the statistical inference from these 
data. As can be seen, embodiments of the LR model of the 
present invention detected failures with an accuracy of 
98.2%.

Statistics o f the Stiction Test

Total Number o f Trials Tested 2000
Number of trials tested for normal condition 1000
Error in classification (False Positives) 1.3%
Number of trials tested for stiction condition 1000
Error in classification (False Negatives) 0.50%
Percent of correct classifications 98.2%

[0134] Applicants also ran the LR model to detect valve 
plate failure. In particular, three hundred (300) cycles of the 
reciprocating compressor 10 were used as training data, 
including two hundred fifty (250) normal cycles (P(x)=0) and 
fifty (50) faulty cycles (P(x)=l). The model was trained on 
one set of valve failure data and tested on another set. The

plots of the failed components and their CV assessments from 
the LR model are illustrated in FIGS. 10 and 11.
[0135] FIG. 10 illustrates the implementation of the LR 
model for a total valve failure condition. The model was then 
used to determine the health of another valve plate failure, and 
those results are illustrated in FIG. 11. It is to be noted that the 
CV for the second failure was closer to the alarm level, as it 
was only a partial failure with a small crack on the valve plate. 
Flence, CV can be used as a quantitative measure of the 
failure.
[0136] The alarm level for the CV is set at 0.6, at which 
point an alarm will be triggered to indicate degradation in 
performance due to failure of the component. The trained LR 
model is also able to detect the degradation in performance 
failure of the valve plate when the CV drops beyond the alarm 
level.
[0137] Although embodiments of the invention have been 
described herein, it is noted that equivalents and substitutions 
may be employed without departing from the scope of the 
invention as recited in the claims.
[0138] Flaving thus described the embodiments of the 
invention, what is claimed as new and desired to be protected 
by Letters Patent includes the following:

We claim:
1. A computer program stored on a computer-readable 

medium for predicting failure of a valve in a reciprocating 
compressor, the computer program comprising:

a code segment executable by the computer for monitoring 
a pressure signal produced by the valve of the recipro
cating compressor;

a code segment executable by the computer for applying a 
time-frequency analysis to the pressure signal so as to 
obtain a pressure waveform;

a code segment executable by the computer for applying a 
wavelet transform to the pressure waveform so as to 
perform a feature selection analysis; and 

a code segment executable by the computer for training a 
plurality of neural networks so a s to select a best per
forming network operable to predict a behavior for the 
valve of the reciprocating compressor within a predeter
mined period of time, the code segment for training of 
the plurality of neural networks including 
a code segment executable by the computer for initial

izing the plurality of neural networks by inputting a 
portion of the features selected from the feature selec
tion analysis into each of the plurality of networks, 

a code segment executable by the computer for applying 
a gradient descent algorithm to each neural network to 
obtain a generalized error of the neural network, 

a code segment executable by the computer for selecting 
from each of the neural networks a plurality of high- 
performing networks,

a code segment executable by the computer for applying 
a particle swarm optimization to enhance an accuracy 
of the selected high-performing networks, 

a code segment executable by the computer for creating 
an equal number of high-performing networks by 
mutating the high-performing networks selected from 
step (d3) using an evolutionary algorithm, and 

a code segment executable by the computer for repeating 
the code segments for training of the plurality of neu
ral networks until the plurality of neural networks are 
trained to have a predetermined accuracy rate 
between an actual value and a desired value.
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2. The computer program as claimed in claim 1, wherein 
the pressure signal is monitored using a sensor operably con
nected with the reciprocating compressor and the computer.

3. The computer program as claimed in claim 1, wherein 
the valve is associated with a pressure, a temperature, a peak 
pressure value per a cycle of compression, and a time to peak 
pressure per a cycle of compression.

4. The computer program as claimed in claim 1, wherein 
application of the neural network is operable to predict an 
energy trend for the reciprocating compressor.

5. The computer program as claimed in claim 1, wherein 
the features selected are the wavelet energies obtained from 
application of the wavelet transform.

6. The computer program as claimed in claim 5, wherein 
the features selected are ranked according to a criterion func
tion.

7. The computer program as claimed in claim 1, wherein 
the high-performing networks selected from step (d3) are 
selected based on a mean squared error of the actual and 
desired values for the network.

8. The computer program as claimed in claim 2, wherein 
the plurality of neural networks are trained in with approxi
mately one hundred hours of pressure signals obtained from 
the sensor.

9. A method for detecting and identifying failure of a valve 
in a reciprocating compressor, the method comprising the 
steps of:

(a) monitoring a pressure signal produced by the valve of 
the reciprocating compressor;

(b) applying a time-frequency analysis to the pressure sig
nal so as to obtain a pressure waveform;

(c) applying a wavelet transform to the pressure waveform 
so as to perform a feature selection analysis; and

(d) training a plurality of neural networks so as to select a 
best performing network operable to predict a behavior 
for the valve of the reciprocating compressor within a 
predetermined period of time, the training of the plural
ity of neural networks including the steps of
(dl) initializing the plurality of neural networks by 

inputting a portion of the features selected from the 
feature selection analysis of step (c) into each of the 
plurality of networks,

(d2) applying a gradient descent algorithm to each neu
ral network to obtain a generalized error of the neural 
network,

(d3) selecting from each of the neural networks a plu
rality of high-performing networks,

(d4) applying a particle swarm optimization to enhance 
an accuracy of the selected high-performing net
works,

(d5) creating an equal number of high-performing net
works by mutating the high-performing networks 
selected from step (d3) using an evolutionary algo
rithm, and

(d6) repeating steps (dl)-(d5) until the plurality of neu
ral networks are trained to have a predetermined accu
racy rate between an actual value and a desired value.

10. The method as claimed in claim 9, wherein the pressure 
signal is monitored using a sensor operably connected with 
the reciprocating compressor.

11. The method as claimed in claim 9, wherein the valve is 
associated with a pressure, a temperature, a peak pressure 
value per a cycle of compression, and a time to peak pressure 
per a cycle of compression.

12. The method as claimed in claim 9, wherein application 
of the neural network is operable to predict an energy trend for 
the reciprocating compressor.

13. The method as claimed in claim 12, wherein the fea
tures selected are the wavelet energies obtained from appli
cation of the wavelet transform.

14. A computer program stored on a computer-readable 
medium for detecting and identifying failure of a valve in a 
reciprocating compressor, the computer program compris
ing:

a code segment executable by the computer for monitoring 
a pressure signal produced by the valve of the recipro
cating compressor;

a code segment executable by the computer for monitoring 
a temperature signal produced by the valve of the recip
rocating compressor;

a code segment executable by the computer for applying a 
time-frequency analysis to the pressure signal so as to 
obtain a pressure waveform;

a code segment executable by the computer for applying a 
wavelet transform to the pressure waveform so as to 
obtain a plurality of features;

a code segment executable by the computer for inputting 
the plurality of features into a logistic regression model; 
and

a code segment executable by the computer for obtaining 
from the logistic regression model a probability of valve 
failure.

15. The computer program as claimed in claim 14, wherein 
the pressure and temperature signals are monitored using at 
least one sensor operably connected with the reciprocating 
compressor and the computer.

16. The computer program as claimed in claim 14, wherein 
the logistic regression model is defined as:

1 esix)
~ 1 + e-sM ~ 1 + csM

17. The computer program as claimed in claim 14, wherein 
an efficacy of identifying failure of the valve was within the 
range of approximately 90%-99%.
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