
Scholars' Mine Scholars' Mine 

Doctoral Dissertations Student Theses and Dissertations 

Spring 2024 

Characterization of the Acquisition Parameters of a Submersible Characterization of the Acquisition Parameters of a Submersible 

Gamma-Ray Computed Tomography System Gamma-Ray Computed Tomography System 

Zhongmin Jin 
Missouri University of Science and Technology 

Follow this and additional works at: https://scholarsmine.mst.edu/doctoral_dissertations 

 Part of the Nuclear Engineering Commons 

Department: Nuclear Engineering and Radiation Science Department: Nuclear Engineering and Radiation Science 

Recommended Citation Recommended Citation 
Jin, Zhongmin, "Characterization of the Acquisition Parameters of a Submersible Gamma-Ray Computed 
Tomography System" (2024). Doctoral Dissertations. 3292. 
https://scholarsmine.mst.edu/doctoral_dissertations/3292 

This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This 
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu. 

https://library.mst.edu/
https://library.mst.edu/
https://scholarsmine.mst.edu/
https://scholarsmine.mst.edu/doctoral_dissertations
https://scholarsmine.mst.edu/student-tds
https://scholarsmine.mst.edu/doctoral_dissertations?utm_source=scholarsmine.mst.edu%2Fdoctoral_dissertations%2F3292&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/314?utm_source=scholarsmine.mst.edu%2Fdoctoral_dissertations%2F3292&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarsmine.mst.edu/doctoral_dissertations/3292?utm_source=scholarsmine.mst.edu%2Fdoctoral_dissertations%2F3292&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarsmine@mst.edu


 

CHARACTERIZATION OF THE ACQUISITION PARAMETERS OF A 

SUBMERSIBLE GAMMA-RAY COMPUTED TOMOGRAPHY SYSTEM 

by 

ZHONGMIN JIN 

A DISSERTATION 

Presented to the Graduate Faculty of the  

MISSOURI UNIVERSITY OF SCIENCE AND TECHNOLOGY 

In Partial Fulfillment of the Requirements for the Degree 

DOCTOR OF PHILOSOPHY 

in 

NUCLEAR ENGINEERING 

2023 

 

Approved by: 

Joseph Graham, Advisor 

Ayodeji Babatunde Alajo 

Carlos H. Castano 

Syed Alam 

Monday Okoronkwo 
 



 

 

© 2023 

Zhongmin Jin 

All Rights Reserved 



 

 

iii 

PUBLICATION DISSERTATION OPTION 

This dissertation consists of the following three articles, formatted in the style used 

by the Missouri University of Science and Technology: 

Paper I, found on pages 23–47, has been published in Nuclear Instruments and 

Methods in Physics Research A: Accelerators, Spectrometers, Detectors and Associated 

Equipment. 

Paper II, found on pages 48–61, has been submitted to The Journal of 

Radioanalytical and Nuclear Chemistry. 

Paper III, found on pages 62–67, has been published in the Proceedings of the 

American Nuclear Society Conference in November 2020.  

 

  



 

 

iv 

ABSTRACT 

The purpose of this work is to study a component of a submersible gamma-ray 

computed tomography (CT) system used in the non-destructive testing of irradiated nuclear 

fuels. The first section of this study proposes two acceleration approaches for rapidly 

modeling a transmission-type gamma-ray tomography system. The first relies on Monte 

Carlo simulations with a monodirectionally biased source sampled from a sub-volume of 

the whole source volume. This method estimates the real count rate using analytical 

correction factors. The second way of acceleration is based on deterministic calculations 

that use the Beer-Lambert law and detector response characteristics. It shows that both 

results qualitatively agree with the analog result and can cut computational costs by several 

orders of magnitude. The second section of this study presents a novel approach for 

differentiating low-intensity, high-energy gamma rays in high-intensity, lower-energy 

backgrounds, particularly when the source is in a substantially scattering medium. Using a 

fast plastic scintillator and pulse-height discrimination, high-energy rays from low-activity 

60Co are differentiated from lower-energy rays of high-activity 137Cs. By optimizing the 

discriminator voltage, the count time required to reach the limit of quantification (LOQ) is 

significantly reduced. This cost-effective solution utilizes commonly available lab 

equipment and improves detection efficiency.  
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1. INTRODUCTION 

 

Post-irradiation examination (PIE) is a method used to analyze and investigate the 

physical condition of nuclear fuel after it has been used in a reactor. It is a critical process 

in understanding the behavior of different materials under the extreme environment within 

a nuclear reactor [1, 2]. The data obtained from PIE is invaluable to nuclear scientists and 

engineers. It is used to validate and improve computer models that predict fuel behavior, 

confirm safety margins, improve fuel designs, and guide regulatory decisions. PIE may 

include various types of non-destructive testing (NDT) and destructive testing [3–20]. NDT 

techniques include visual inspection, eddy current testing, ultrasonic testing, and 

radiographic testing, which can reveal information about physical changes, defects, or 

damage that occurred during irradiation without breaching the cladding or otherwise 

altering the fuel. Destructive tests, on the other hand, involve cutting, sectioning, or 

otherwise altering the specimen to study things like microstructure, chemical composition, 

and fission product distribution. These tests provide more detailed information at the cost 

of destroying the sample. 

1.1. NON-DESTRUCTIVE TESTING OF NUCLEAR FUEL 

One of the challenges with post-irradiation fuel examination techniques is that they 

must be conducted in a shielded facility due to the high levels of radioactivity. Such 

facilities require specialized equipment and stringent safety protocols. NDT offers 

significant advantages in the context of nuclear fuels and plays a critical role in the nuclear 

fuel industry. As the nuclear industry continues to innovate and experiment with novel fuel 
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designs, the demand for accurate, efficient, and reliable NDT methods grows. Non-

destructive imaging methods evaluate materials using highly penetrating radiation, such as 

neutrons, X-rays, or gamma rays. Researchers and inspectors can use these imaging 

techniques to analyze the structural integrity, internal structure, and performance of nuclear 

materials[21–43]. The following section provides an in-depth description of the three main 

NDT imaging techniques used in nuclear fuel analysis: neutron imaging, X-ray imaging, 

and gamma-ray imaging.  

1.1.1. Neutron Imaging. Neutron imaging is an NDT for assessing the structural 

integrity and fissile content of nuclear fuel. For example, Fig. 1.1 shows 2D neutron 

radiographs of TRISO fuel kernels, revealing in one sample, voids/cavities. Neutron-based 

imaging has also been used in industrial radiography and for inspecting shielded shipping 

containers at border crossings, where strong metal shielding is likely to conceal illegal 

substances[44]. While photon cross sections show a strong atomic number dependence, 

neutron scattering cross sections are largely independent of atomic number. This results in 

neutron imaging having greater contrast in internal structures of high-Z materials, whereas 

X-rays or low-energy gamma rays experience too much attenuation to produce sufficient 

contrast for imaging [44–48]. That said, neutrons undergo considerable scattering in 

hydrogenous media such as water and plastics. The use of neutrons for imaging nuclear 

fuel underwater (e.g. a cooling pond) is complicated by the strong signal from randomly 

scattered neutrons, which blur the image. 
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Figure 1.1. Normalized 2D neutron radiographs acquired for TRISO kernel spheres 

synthesized with (a) Raven 3500 carbon and (b) Mogul L carbon. [8] 

 

1.1.2. X-Ray Imaging. Another common NDT approach for nuclear fuel 

examination is X-ray imaging. While it excels at studying low-density materials like soft 

tissues, plastics, and porous media, it struggles to give adequate contrast for dense materials 

like nuclear fuel. Because materials with similar mass densities exhibit little difference in 

contrast, X-ray imaging is mostly effective for studying cladding materials (usually 

medium-density alloys) that encase dense nuclear fuels [49–55]. Fig. 1.2 illustrates an X-

ray imaging system including both transmission and rotation. The internal structure of the 

fuel, however, is usually obscured by the large attenuation and low contrast. 
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Figure 1.2. Drawing of an X-ray CT system. [56] 

 

Phase Contrast Imaging (PCI) has been used to improve contrast at the interface 

between materials with similar mass densities [57–63]. PCI works by measuring the 

variations in refractive indexes between phase boundaries. This approach is most useful 

for analyzing TRISO particles with physical dimensions less than 1 mm in diameter. Fig. 

1.3 shows the structure of a TRISO particle in good contrast using X-ray CT. 

 

 

Figure 1.3. Magnified regions of interest of the TRISO particle using X-ray CT. [32] 
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1.1.3. Gamma Ray Imaging: Transmission and Emission. As with neutrons, 

gamma rays have high penetration power in dense media and are therefore useful in the 

non-destructive examination of actinide-containing materials such as nuclear fuel. Gamma-

ray imaging is an effective method for detecting characteristic gamma radiation emitted by 

these isotopes and their decay products in the fuel [64]. Researchers have developed 

dedicated underwater measurement equipment for high background radiation [65, 66]. 

Gamma-ray imaging is also a widely established method used in several fields, such as 

medicine, astrophysics, and nuclear security. In the medical field, Gamma-ray imaging is 

employed to trace radioactive material injected, inhaled, or swallowed into the human body 

to observe the structure and function of organs or tissue. Although X-ray also can show 

images of the body, X-ray radiation passes through the body and the image shows the body 

parts in various shades of black and white because various tissues absorb radiation in 

different ways. Astrophysics utilizes gamma-ray imaging to detect high-energy cosmic 

photons and enable studies like observing astronomical objects and the evolution of stars. 

The detectors are deployed on balloons or spacecraft to avoid the radiation absorption of 

Earth's atmosphere [67]. Nuclear security denotes “the prevention and detection of, and 

response to, theft, sabotage, unauthorized access, illegal transfer or other malicious acts 

involving nuclear material, other radioactive substances or their associated facilities” [68].  

Enriched 235U or 239Pu are of special importance due to the need for safeguarding and 

checking compliance with the Nuclear Non-Proliferation Treaty (NPT) [69]. The 

International Atomic Energy Agency (IAEA) has issued Guidelines for radioelement 

mapping using gamma-ray spectrometry data [70]. U.S. Customs and Border Protection 

(CBP) applies large-scale gamma-ray imaging systems to show the contents of cargo 
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containers and vehicles to detect and “prevent terrorists and terrorist weapons from 

entering the United States” [71]. Transmission gamma-ray computed tomography (CT) and 

Emission gamma-ray CT are two non-destructive imaging techniques that use gamma 

radiation to enable the assessment of structural integrity and the distribution of radioactive 

materials within an object. 

1.1.3.1. Gamma-ray transmission CT. In transmission tomography, an external 

source transmits a signal through an object and measures it on the opposite side. This 

measured signal is then used to reconstruct information about the object's interior based on 

its gamma-ray attenuating properties [72]. Transmission CT measures the attenuation of 

gamma rays as they pass through an object, and the intensity of the transmitted gamma rays 

is measured by detectors placed on opposite sides of the object. Transmission CT is used 

to monitor the void fractions in the subchannels and to image the interior of nuclear reactors 

and fuel rods [73–86]. An example cone beam transmission CT system is shown in Fig. 

1.4. 

 

 

Figure 1.4. A cone beam transmission CT system. [50] 
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1.1.3.2. Gamma-ray emission CT. Emission tomography detects gamma rays 

emitted by radioactive material within an object and involves measuring a distributed 

source inside the object itself. A schematic diagram of an emission CT system is depicted 

in Fig. 1.5. This method is commonly used in the field of nuclear detection for imaging the 

distribution of radioactive materials in small objects, such as nuclear fuel pellets and 

sources, and for characterizing the properties of radioactive materials in situ [89–95]. 

Emission CT techniques include medical imaging techniques such as Single-Photon 

Emission Computed Tomography (SPECT) and Positron Emission Tomography (PET). 

SPECT uses radioactive material to evaluate blood flows in tissues and organs. It records 

gamma-ray emissions from the tissue or organ after administering a radiolabeled chemical 

into the body. PET uses isotopes emitting positrons that annihilate and produce two 511-

keV gamma rays in opposite directions. By measuring the coincidences between these 

gamma rays using detectors, a 3D image can be reconstructed to map the positions of 

emitting gamma rays. Similar to medical imaging methods, spent nuclear fuel contains a 

variety of high-activity fission products that emit gamma rays through radioactive decay. 

These products can be detected using a gamma emission CT system. 

Transmission CT and emission CT have notable differences [67]. If the gamma 

source is external to the fuel, the imaging system captures transmission data. However, in 

emission CT, the radiation sources are internal to the fuel, and the imaging system collects 

emission data. In transmission scans, the objective is to create an image that represents the 

map or distribution of attenuation coefficients within the fuel assembly. On the other hand, 

in emission scans, the desired image outcome is the distribution of decay products present 

within the fuel over time. 
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Figure 1.5. Drawing of an emission tomography characterization of radioactive waste at 

CEA, France. [96] 

1.2. IMAGE QUALITY  

Image quality refers to how accurately an image represents the object being imaged. 

It can be measured through the physical characteristics of the image or imaging system. 

Three important characteristics of nuclear images are spatial resolution (detail or 
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sharpness), contrast (difference in density or intensity between areas with different 

radioactivity concentrations), and noise (random fluctuations or structured noise from 

instrument artifacts). Spatial resolution, also known as resolving power, is a measure of 

how well an imaging system can reveal fine details, and the capacity to distinguish two 

adjacent structures as separate entities. In transmission X-ray or gamma-ray imaging, this 

is typically determined by using a test pattern made up of narrow lead strips and reported 

in terms of the number of line pairs per millimeter (lp/mm) that can be distinguished in the 

image. This can be seen in Fig. 1.6. Radiographic contrast refers to the degree to which 

different structures are distinguishable from one another in an image, based on their 

varying intensities in the image. This characteristic is illustrated in Fig. 1.7. This is 

influenced by factors such as the thickness, density, and chemical composition of the 

structures being imaged. In photon-based imaging techniques, primary photons are those 

that have not interacted with the structures in any way. On the other hand, scattered photons 

travel in fully or partially randomized directions. The image information is conveyed by 

primary photons; however, if any scattered photons reach the detector, they degrade the 

primary image and reduce its contrast.  

These factors are interdependent, meaning that improving one may come at the 

expense of another. For example, better collimator resolution often leads to decreased 

efficiency, lower counting rates, and increased statistical noise.  
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Figure 1.6. The resolving power of an X-ray imaging system is commonly measured 

through a test pattern.  [97] 

 

  

Figure 1.7. Radiographic contrast. [98] 
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1.2.1. Scintillation Detectors. Scintillators are materials, including solids, 

liquids, and gases that emit sparks or scintillations of light when ionizing radiation passes 

through them. However, the amount of light (number of visible or UV photons) produced 

in the scintillator per incident particle is typically below 100,000 and, therefore, requires 

amplification before it can be recorded as an electrical pulse or by other means. The 

operation of a scintillation detector involves two primary steps: first, absorption of incident 

radiation energy by the scintillator resulting in photon production within the visible part of 

the electromagnetic spectrum; secondly, amplification of this light via a photomultiplier 

tube or other sensitive light measurement device (e.g. avalanche photodiode) to produce 

an electrical output pulse. The diagram in Fig. 1.8 depicts a typical detection system using 

a scintillator. For this discussion, scintillators can be classified into three types: 1) 

Inorganic scintillators; 2) Organic scintillators; 3) Gaseous scintillators. [99] 

 

 

Figure 1.8. A detection system using a scintillator. [100] 

 

1.2.1.1. Inorganic scintillators. Inorganic scintillators are primarily composed of 

crystals of halides, which have a low concentration of impurities. Some examples include 

NaI(Tl), CsI(Tl), CaI(Na), LiI(Eu), CaF2(Eu) and LaBr3(Ce) [99]. The element in 
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parentheses represents an activator species intentionally introduced into the crystal to 

enhance the luminescence efficiency.  

 

Table 1.1. Properties of certain inorganic scintillators. [100] 

Material Wavelength of 

Maximum 

Emission (nm)  

Scintillation 

Efficiency 

(Relative, %) 

Decay Time  

(µs) 

Density  

(103 kg/m3) 

NaI(Tl) 410 100 0.23 3.67 

CaF2(Eu) 435 50 0.94 3.18 

CsI(Na) 420 80 0.63 4.51 

CsI(Tl) 565 45 1.00 4.51 

Bi4Ge3O12 480 8 0.30 7.13 

CdWO4 530 20 0.90 7.90 

6LiI(Eu) 470 30 0.94 3.49 

 

NaI(Tl) is a widely used scintillator for detecting gamma rays. It can be produced 

in single crystals up to 0.75 m in diameter and a considerable thickness of 0.25 m. Due to 

its high density (3.67 × 103 kg/m3), high atomic number, and large volume, it has very 

high efficiency as a gamma-ray detector [100]. Although semiconductor detectors have 

better energy resolution, they cannot replace NaI(Tl) when large detector volumes are 

required. The wavelength of maximum emission of NaI(Tl) is 410 nm, and the scintillation 

Efficiency is the highest among all the inorganic scintillators as shown in Table 1.1. 

However, NaI(Tl) has several undesirable properties as a material: it is brittle, hygroscopic, 

and sensitive to temperature gradients and thermal shocks. Therefore, it should always be 
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kept encapsulated [101]. Additionally, NaI always contains a small amount of potassium 

that creates background radiation due to radioactive decay from the presence of 40K [102]. 

1.2.1.2. Organic scintillators. Organic scintillators are created by combining 

specific organic molecules and can be categorized as unitary, binary, ternary, etc., 

depending on the number of compounds in the mixture. One significant difference between 

inorganic and organic scintillators is their decay time: less than 10 ns for the latter 

(compared to ~1 μs for inorganic scintillators), making them suitable for fast timing 

measurements. The production of light in organic scintillators occurs due to molecular 

transitions. 

 

Table 1.2. Properties of certain organic scintillators. [100] 

Material Wavelength of Maximum 

Emission (nm)  

Relative 

Scintillation 

Efficiency (%) 

Decay 

Time  

(ns) 

Density  

(103 

kg/m3) 

Anthracene 445 100 ~30 1.25 

trans-

Stilbene 

385 ~60 4-8 1.16 

NE 102 350–450 ~65 2 1.06 

NE 110 350–450 60 3 1.06 

NE 213 

(liquid) 

350–450 ~60 2 0.867 

PILOT B 350–450 68 2 1.06 

PILOT Y 350–450 64 ~3 1.06 
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Organic crystal scintillators do not require an activator to enhance luminescence. 

Any impurities present in the crystal are undesirable because they reduce light output; 

therefore, materials used for crystal production must be purified.  

Plastic scintillators are solid solutions of organic scintillators that can be shaped 

into various forms, from thin fibers to sheets. They are resistant to water, air, and many 

chemicals, making them suitable for direct contact with radioactive samples [103]. 

Additionally, they have a short decay time and emit light at wavelengths between 350 and 

450 nm. Tin- and lead-loaded plastic scintillators have been tested as X-ray detectors in 

the 5-100 keV range. Thin plastic scintillator films, with a thickness of only 20 μg cm-2, 

have been found to be effective detectors for time-of-flight measurements [99]. Table 1.2 

shows a list of common organic scintillators and a comparison of their associated 

properties. 

1.2.1.3. Gaseous scintillators. Gaseous scintillators are mixtures of noble gases 

that produce scintillations through atomic transitions. However, since the light emitted by 

noble gases is in the ultraviolet region, other gases like nitrogen are added to act as 

wavelength shifters [104]. Alternatively, thin layers of fluorescent materials can be used to 

coat the inner walls of the gas container for a similar effect. Gaseous scintillators possess 

several notable features: a very short decay time, light output per MeV deposited in the gas 

that depends little on the charge and mass of detected particles, and low efficiency for 

gamma detection [100]. These properties make gaseous scintillators ideal for measuring 

energy from heavy charged particles such as alphas, fission fragments, or other heavy ions 

but ill-suited for X-ray or gamma-ray imaging techniques. 
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1.2.2. Semiconductor Detectors. Semiconductor detectors operate similarly to 

ionization chambers but use charge carriers of electrons and "holes" instead of electrons 

and ions found in gas-filled detectors. The group IV semiconductors silicon and germanium 

have historically been the two most used materials in semiconductor detectors, although 

several compounds such as cadmium telluride (CdTe), cadmium zinc telluride (CdZnTe) 

or CZT, mercuric iodide (HgI2), among others, have been developed [105]. The main 

advantage of semiconductor detectors over other radiation counters is their superior energy 

resolution allowing them to precisely determine and differentiate particle energies from a 

polyenergetic energy spectrum. The performance and operation of a semiconductor 

detector are influenced by various factors, including the type of material used (such as Si 

or Ge), as well as the manufacturing process, shaping, and treatment of the crystal. 

Therefore, characteristics such as size and shape also play a significant role in determining 

how well a semiconductor detector functions. At room temperature, electrons in Si and Ge 

have enough thermal energy to move into the conduction band and create thermal noise 

[106]. This can degrade detector resolution. To prevent this, operating the detector at lower 

temperatures (usually at or below liquid nitrogen temperature) is necessary for high-

energy-resolution gamma-ray spectroscopy. Reducing the physical size of a semiconductor 

detector can also enhance its performance at room temperature by reducing the number of 

electrons it contains, resulting in less thermal noise. This approach, while not suitable for 

gamma spectroscopy due to the unacceptable loss of efficiency, is used in a surface barrier 

and Passivated Implanted Planar (PIP) Si detectors for charged particle spectroscopy. The 

wider bandgaps of CdTe, CZT, and HgI2 result in far lower concentrations of thermally 
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generated carriers at room temperatures.  Such semiconductors have shown to be useful 

for room-temperature gamma-ray spectroscopy.  

1.3. SUBMERSIBLE GAMMA-RAY COMPUTED TOMOGRAPHY SYSTEM  

The Fuel Imaging and Examination by Submersible Tomography Analysis 

(FIESTA) system is a gamma-ray tomography instrument intended to be set up in the canal 

of the Advanced Test Reactor at Idaho National Laboratory [107]. Fig. 1.9 showcases the 

components and principle of image formation of the FIESTA system. This submersible 

system will be used to inspect irradiated fuel capsules using gamma-ray-tomography. The 

proposed design aims to image the internal structure of the fuel as a function of burnup 

through gamma-ray transmission computed tomography. Additionally, it will use gamma-

ray emission computed tomography to map out the distribution of fission products by 

detecting their characteristic gamma-ray emissions. 

During transmission CT mode, a focused beam of gamma rays originating from a 

Co-60 source is directed toward the fuel specimen. The specimen undergoes both 

translation and rotation while in the path of the beam. Variations in the intensity of the 

beam detected at a NaI detector are recorded as a function of changes in the orientation of 

the specimen, which are then utilized to create an accurate 3D structural image. On the 

other hand, during emission CT mode, specific gamma radiation emissions from fission 

products present within active fuel samples are identified using pixelated CdZnTe (CZT) 

detectors and pinhole apertures. A series of energy-filtered emission radiographs are 

captured to generate images that depict distributions of fission products. 
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Figure 1.9. Diagram (not to scale) showing FIESTA system components and image 

generation principle. [108] 

 

1.3.1. System Design. Fig. 1.10 depicts a Computer-Aided Design (CAD) model 

of the FIESTA system. The FIESTA system is meant to sit on a working tray, which is a 

movable submerged platform mounted to the canal wall (Figure 1.10a).  In transmission 

CT mode, a high activity (>1 kCi) 60Co source rod is placed in a V-grooved source holder 

and can be removed for emission tomography measurements. The transmission and 

emission radiographs are taken using a pair of lead and tungsten collimators. A pair of 

pencil-beam collimators define a narrow 60Co transmitted beam, which is measured by a 

NaI scintillator detector, as illustrated in the quarter section view of Figure 1.10(b). In the 

quarter section view, just one of the pencil-beam collimators can be observed. A pixelated 

CdZnTe (CZT) detector captures spatial and spectral information using a pinhole 

collimator oriented 90 degrees to the transmission axis. To keep detectors and shielding 

elements safe from canal water, they are housed in a watertight box. The fuel rodlet can be 

positioned in the middle of the collimators while maintaining contact with the canal water 
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thanks to a notch in the box. A sample manipulator, as shown in Figures 1.10(c) and (d), 

is used to sample radiographic projections. The rodlet is gripped and rotated by the sample 

manipulator using a three-jaw chuck mounted to a rotary stage driven by a precision stepper 

motor. Meanwhile, the stage is translated horizontally and vertically through the pencil 

beam by three high-precision linear actuators. 

 

 

Figure 1.10. The FIESTA system includes a) an illustration of its installation at the ATR 

canal, b) a 1/4 section view of the watertight box displaying inner collimator assemblies 

and detectors, c) a sample manipulator consisting of a rotation stage and linear actuators, 

and d) a side view of the sample manipulator that translates fuel capsule through 

transmission beam (NaI detector and shielding elements are not shown).[108] 
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1.3.2. Collimator Design. A parallel beam collimator is an essential component 

in many nuclear detection systems, as it allows for selective detection of ionizing radiation 

in a specific direction while reducing the background noise and improving the sensitivity 

of the system[17, 109]. The collimator is typically made of dense material, such as lead or 

tungsten, and is designed to absorb radiation that is not traveling in the desired direction, 

thus improving the signal-to-noise ratio of the detector. FIESTA requires a high-aspect 

tungsten collimator with an aperture of 200 μm and a length of at least 15.5 cm. The parallel 

beam collimator design is shown in Fig. 1.11. To fabricate such a collimator with the 

required precision and tolerance, several cylindrical tungsten segments are used, each with 

an angularly offset slot and concentric hole. These segments are inserted into a high-

tolerance CNC machined steel alignment fixture and machined using wire Electrical 

Discharge Machining (EDM). To reduce the possibility of photon streaming through gaps 

in the collimator, each consecutive tungsten segment has an increasing diameter in a step-

like arrangement, and each section is rotated to ensure that no two wire-entry-slots overlap. 

A pinhole collimator is a type of collimator used particularly in single-photon 

emission computed tomography (SPECT) and gamma-ray imaging applications. The 

pinhole collimator consists of a small aperture or pinhole, typically made of lead or 

tungsten, that allows only a narrow beam of gamma rays to pass through in a straight line. 

Fig. 1.12 provides a visual representation of a pinhole collimator. The design of a pinhole 

collimator involves several important considerations, including the diameter and length of 

the pinhole, the distance between the pinhole and the detector, and the material and 

thickness of the collimator [110, 111]. The diameter of the pinhole determines the 

resolution of the system, with smaller pinholes providing higher resolution but lower 
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sensitivity. The length of the pinhole affects the collimation efficiency and the amount 

of scatter and background radiation that reaches the detector. The distance between the 

pinhole and the detector, also known as the focal length, is another critical parameter that 

affects the resolution and sensitivity of the system. Lead and tungsten are commonly used 

materials for pinhole collimators, with thicker collimators providing higher attenuation and 

better collimation efficiency.  

 

 

Figure 1.11. Pencil-beam collimator design. a) assembly of a pencil-beam collimator b) 

Tungsten sections with varying diameters made through wire-EDM c) Drawing 

illustrating the cuts made in tungsten section using wire EDM. The inner diameter in 

detail D is 200 μm. [108] 
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Figure 1.12. Pinhole collimator design combined with a CZT detector. [108]  

1.4. MODELING 

The Monte Carlo model was created using the simulation tool Monte Carlo N-

Particle (MCNP6) [112]. The MCNP model is shown in Fig. 1.13. MCNP is a versatile and 

widely used general-purpose Monte Carlo radiation transport code that simulates the 

behavior of particles, such as neutrons, photons, and electrons, in complex geometries. 

MCNP can provide highly accurate simulations of particle behavior, which takes into 

account the complex interactions that occur between particles and materials. The code has 

been extensively validated against experimental data, providing confidence in its ability to 

accurately model radiation transport problems. MCNP includes many advanced features, 

such as variance reduction techniques and parallel processing, which allow for efficient 

and accurate simulations. However, MCNP's material libraries are limited in scope, which 

can make it difficult to accurately model certain materials, and the code may not be suitable 

for modeling other types of particle behavior or physical phenomena [113–115]. The 

Monte Carlo method is a statistical simulation technique that samples several particle 

histories during radiation transit. It can precisely define the geometries and material 

properties of a system, as well as track primary and secondary radiations and all essential 
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interactions during the transport process. This method, when combined with reliable data 

libraries and models, is undoubtedly the most physically realistic numerical methodology 

for modeling radiation detection systems [116]. 

 

 

Figure 1.13. A well-shielded FIESTA model. 
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ABSTRACT 

Monte Carlo radiation transport modeling studies were performed for a compact, 

and high-resolution gamma-ray computed tomography system designed for imaging 

irradiated nuclear fuel. The system comprises a 60Co source - chosen for its highly 

penetrating 1173 keV and 1332 keV gamma rays - a pair of high-aspect-ratio pencil beam 

collimators, and an inorganic scintillator detector. Two acceleration methods are proposed 

to rapidly model a transmission type gamma-ray tomography system. The first, a variance 

reduction technique, is based on performing Monte Carlo simulations with a 

monodirectionally-biased source, sampled from a characteristic sub-volume of the full 

source volume. The second acceleration method is based on the deterministic calculations 

using the Beer-Lambert law and detector response characteristics. Comparison of 

simulations using acceleration approaches with analog simulations of the fully isotropic, 

full-volume equivalent, show that the Monte Carlo variance reduction technique gives 

quantitatively accurate predictions for large collimator aspect ratios while the deterministic 
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calculations are semi-quantitative but converge close to the correct result as the 

collimator aspect ratio increases. As such, these techniques can be used to reduce the 

computational cost in generating simulated radiographs and tomographs by several orders 

of magnitude. Experimental validation efforts are currently underway and will be 

demonstrated in future work. 

Keywords: Radiation transport, non-destructive testing, gamma-ray tomography, Monte 

Carlo, nuclear fuel 

 

1. INTRODUCTION 

 

Poolside non-destructive test (NDT) methods allow researchers to measure 

physical properties of irradiated nuclear fuel in a rapid way without needing to remove the 

high activity fuel from cooling ponds where they are left to decay after irradiation. This 

method offers researchers the ability to characterize new fuel and materials at different 

snapshots of burnup or irradiation dose. In-pile irradiation experiments are essential for 

qualifying materials for eventual adoption in advanced reactor designs and the nuclear fuel 

cycle. NDT methods that aid in characterizing the qualitative and quantitative structural 

changes occurring in nuclear fuels under irradiation are sought [1-3]. Past studies have used 

tomographic methods to simulate and experimentally investigate fuel assemblies [4-6]. A 

proposed submersible gamma-ray computed tomography (CT) system is being designed to 

eventually perform pool-side fuel characterization of individual test fuel rodlets at the 

Advanced Test Reactor (ATR) at Idaho National Laboratories (INL) [7]. The purpose of 

the proposed system is to perform structural characterization of irradiated fuel rodlets from 
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ATR using transmission CT. With transmission CT, the obtained image is constructed 

from a set of radiographic projections acquired by translating and rotating the object 

through the gamma ray beam. Using image reconstruction algorithms, a 3-dimensional 

distribution of the mass attenuation coefficients of the fuel rodlet is obtained. For gamma 

rays with energies near 1 MeV, mass attenuation coefficients are approximately 

proportional to mass density, Compton scattering being the dominant interaction around 1 

MeV for most substances. Such information can be used to visualize changes in the 3D 

density image of fuel (i.e. structural evolution) as a function of burnup. Structural changes 

such as volumetric swelling, cracking, relocation, and restructuring are important as they 

affect fuel performance related parameters such as heat transfer coefficients, centerline 

temperature, and fission gas release rates. Modeling radiation transport of the transmission 

CT module is the focus of this work. 

The analog Monte Carlo radiation transport method is arguably the most physically 

accurate numerical approach in modeling radiation detection systems [8]. In analog Monte 

Carlo techniques, transport of a particle follows all of the relevant interaction physics 

expected in the real-world problem. This method has been widely used in CT simulations 

and validated by experiments. However, in some Monte Carlo problems, particle losses 

that occur due to absorption and scattering can vastly outnumber the particle histories of 

interest, such as those that contribute to a certain tally. Indeed, in the detection system 

considered here, high-spatial-resolution images are acquired utilizing a pair of high-aspect-

ratio (ratio of collimator thickness to aperture diameter), pencil beam collimators 200 

microns in diameter with lengths of about 15 cm. For such a high aspect ratio, the solid 

angle subtended by the aperture opening on the detector is small and the vast majority of 
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photons emitted from the source are unlikely to contribute to the tally (count rate) of 

interest. Therefore, analog Monte Carlo transport is computationally demanding and 

inefficient. 

For CT problems, computational costs are further compounded as simulations must 

be repeated over many projections to reliably reconstruct a three-dimensional image. To 

alleviate some of the computational burdens without sacrificing the quality of images, 

researchers have presented approaches with improved computing resources (e.g., upgraded 

hardware and software), alternative deterministic methods [9-13], as well as combining 

adaptation methods with the Monte Carlo method [14-16]. These methods mainly pertain 

to radiotherapy calculations and may not be directly transferable to the specific geometries 

and interactions of importance to specialized CT systems.  

Because of the inherent inefficiency of analog transport in systems with high-

aspect-ratio collimators and the need for many projections in a CT reconstruction, direct 

analog simulation is not viable. The goal of this work is to accelerate the simulation of 

transmission CT radiographs while preserving the essential physics of particle transport 

and detection. Monte Carlo radiation transport modeling studies were performed for a 

compact and high-spatial-resolution gamma-ray computed tomography system designed 

for imaging irradiated nuclear fuel.  

Two acceleration methods are proposed to aid in the simulation of projection 

radiographs. The first, a variance reduction technique, is based on performing non-analog 

Monte Carlo simulations with a monodirectionally-biased source while the second is based 

on deterministic calculations using the Beer-Lambert law combined with detector response 

factors calculated using separate analog Monte Carlo simulations. These methods of 
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modeling the gamma-ray transmission problem were benchmarked for different 

collimator diameters to evaluate the range of validity of their assumptions. 

 

2. METHODOLOGY 

2.1. DESCRIPTION OF THE MODEL 

The calculations for this work are based on a submersible 3D imaging system 

designed for performing pool-side fuel characterization. The layout of the transmission 

imaging system comprises the following major components: a multi-kCi strength 60Co 

gamma source, a source collimator, the object being examined (a small nuclear fuel rodlet 

approximately 15 cm in height), a detector collimator, and a LaBr3(Ce) detector [17].  

The Monte Carlo model was developed in the Monte Carlo N-Particle (MCNP6) 

simulation package [7]. MCNP is a general-purpose Monte Carlo radiation transport code. 

Fig. 1 shows the cell geometries in the Monte Carlo model of the transmission system. A 

60Co source emits gamma rays at 1.173 MeV and 1.332 MeV, which are ideal for probing 

high-Z elements owing to the near-minimum mass attenuation coefficients for most 

elements at those energies. Dense objects, such as the nuclear fuel rodlets considered here, 

are most transparent at the minimum mass attenuation coefficient. Transparency is 

desirable for achieving higher contrast in the thickest part of the fuel. In comparison, X-

rays can only penetrate the lower mass thickness cladding and cannot provide any structural 

information about the fuel inside. The 60Co source was defined as a cylindrical volume of 

cobalt metal in a shielded lead container. The isotropic source was 1 cm in diameter and 

38.1 cm long, with an activity of 2.56×1015
 Bq. Collimation was achieved using a pair of 
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lead collimators of thickness 15 cm each. A parallel cylindrical collimator opening was 

placed in the center. The aperture size, the diameter of the cylindrical opening of the 

collimator, was treated as an independent variable. The water gap between the two 

collimators was 6.28 cm. This source was first collimated to provide a pencil beam (parallel 

beam) of photons for radiographic projections. The pencil beam then passes through the 

center of the imaging object, a fuel rodlet containing uranium dioxide fuel, before being 

re-collimated by a second collimator. The density of the 4.5% enriched uranium dioxide 

(UO2) fuel rod was 10.5 g cm-3. The diameter of the fuel rod was 0.478 cm, which was 

based on those of the actual radiation test specimens at ATR. The final beam is analyzed 

by an inorganic scintillator detector. The size of the cylindrical scintillator crystal was set 

to 5.08 cm in diameter and 5.08 cm in height, large enough in volume to contain most of 

the Compton cascade regions within it. The source was assumed to be a solid piece of 

cobalt metal. In MCNP simulations, attenuation was implicitly included through the photon 

transport. A pulse-height tally (F8) was used to determine the spectral response of the 

detector. A surface flux tally (F2) at the source-facing surface of the scintillator crystal was 

also used to determine the intensity of incident gamma rays through the collimator and into 

the detector [8]. 

This actual system is designed to have a 200-micron diameter collimator aperture, 

and an isotropic source placed 37.28 cm away from the detector. Because of such designs, 

the probability of a source photon interacting with the detector is extremely low, owing to 

the geometric attenuation of the uncollided photons. The majority of photons are absorbed 

by one of the two collimators during radiation transport. To simulate the gamma-ray 

spectrum and count rate using a full-volume and isotropic source definition (analog 



 

 

29 

transport) with reasonable statistics and computation time, the aperture diameter had to 

be increased to at least 5 mm. Even then, variance reduction cards (e.g., IMP card) were 

used to 1) terminate the particle’s history when it enters the collimator, 2) control the 

particle population entering a specific element of the system through geometry splitting 

and Russian roulette, and 3) scale the cutoffs in the weight control game. Statistical 

convergence can be improved efficiently with these techniques [8, 18].  

2.2. DETERMINISTIC CALCULATIONS 

2.2.1. Intensity of Uncollided Photons.  Uncollided photons are photons that have 

streamed directly from the source to the detector without any collisions or interactions in-

between. As discussed in the introduction, deterministic methods have the benefit of being 

rapid, albeit with variable accuracy. In the simplest treatment, the transport of photons from 

the source to the detector was modeled as a 1D attenuation problem. The uncollided photon 

flux at the detector was estimated using the Beer-Lambert law [19] considering simple 

exponential attenuation, tabulated energy-dependent mass attenuation coefficients, μ(E)/ρ, 

of the materials [20], and their theoretical densities, ρ: 

𝐼(𝐸, 𝑥) = 𝐼0(𝐸)𝑒
−

𝜇(𝐸)

𝜌
𝜌𝑥

= 𝐼0(𝐸)𝑒−𝜇(𝐸)𝑥                                   (1) 

 

𝐼(𝐸, 𝑥)  is the intensity of the transmitted radiation beam with photon energy 

𝐸, 𝐼0(𝐸) is the intensity of the incident beam, 𝜇(𝐸) is the linear attenuation coefficient of 

the material, and 𝑥 is the linear thickness of the material. At the energies of 60Co gamma 

rays, 1.173 MeV and 1.332 MeV, 𝜇(𝐸)  has a relatively weak contribution from 

photoelectric absorption, and as such, pair production, and Compton scattering dominate. 
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Figure 1. Basic MCNP model of the tomography system with a cylindrical 60Co source. 

The model consists of: a shielded cylindrical 60Co source, a source collimator, a fuel 

rodlet, a detector collimator, and a LaBr3(Ce) detector. 

 

The 60Co source emits photons isotropically at a rate of 2.56×1015 s-1. Eq. 1 assumes 

gamma rays travel monodirectionally in straight lines. Therefore, the initial intensity used 

in the Beer-Lambert Law should be adjusted for the solid angle of the detector. A solid 

angle correction factor is derived with a point source approximation in Eq. 2. 

𝑓Ω(𝑥) =
area of collimator aperture

area of sphere at detector
=

𝜋𝑟𝑐
2

4𝜋(𝐿𝑐−𝑑+𝑥)2
                            (2) 

rc is the radius of the collimator aperture, Lc-d is the total end-to-end length of both 

collimators, and x is the distance between the source particle’s sampled location and the 

collimator. This equation assumes a 1D distribution of isotropically emitted source 

particles along the beam axis. As only a fraction of the source volume is within the field-of-

view of the detector, a sub-volume correction factor is given by 

𝑓v =
𝜋𝑟𝑐

2𝐿𝑠 

𝜋𝑟𝑠
2𝐿𝑠

=
𝑟𝑐

2 

𝑟𝑠
2                                                       (3) 

where rs is the radius of the cylindrical source, and Ls is the length of the source. This 

equation accounts for the large fraction of the source occluded by the collimators. It holds 

      
      

              

        

          

        

     

            



 

 

31 

approximately if the collimator aspect ratio (the collimator length-to-diameter ratio) is 

significantly greater than unity. In truth, the solid angle depends on the differential volume 

element, so Eqs. 2 and 3 cannot truly be uncoupled but must instead appear as terms in a 

3D integral over the cylindrical source volume. These factors can thus be viewed as 

approximations. Additionally, the sub-volume correction factor is not applicable when the 

radius of the source is smaller than the collimator aperture. To account for self-absorption 

effects in the source, the linear attenuation coefficient of cobalt was used. Applying these 

correction factors to the Beer-Lambert law and integrating over the 60Co source 

distribution, the intensity of uncollided photons which have passed through the center of 

the fuel rodlet and reached the scintillator is given by 

𝐼 = 𝐴0𝑓v ∫ 𝑓Ω(𝑥) exp[−(𝜇𝑠𝑥 + 2𝜇𝑓𝑟𝑓 + 2𝜇𝑤𝐿𝑤)] 𝑑𝑥
𝐿𝑠

0
              (4) 

where 𝐴0 is the activity of the source and μs is the linear attenuation coefficient of the 

source. In other words, the intensity of photons incident on the detector face is equal to the 

activity from each differential slice (thickness 𝑑𝑥) within the source from the start of the 

source collimator (𝑥 = 0) to the end of the source (𝑥 = 𝐿𝑠), and corrected for field of view 

effects (𝑓v) and solid angle effects 𝑓Ω(𝑥). μf, and μw are the linear attenutation coefficients 

of fuel and water, respectively; 𝑟𝑓  is the radius of the cylindrical fuel; and 𝐿𝑤 is the beam 

path length through the water. Combining Eqs. (2-4) gives         

                            𝐼 =
𝐴0𝑟𝑐

4

4𝐿𝑠𝑟𝑠
2 ∫

exp[−(𝜇𝑠𝑥+2𝜇𝑓𝑟𝑓+2𝜇𝑤𝐿𝑤)]

(𝐿𝑐−𝑑+𝑥)2 𝑑𝑥
𝐿𝑠

0
                                  (5) 

The uncollided photon intensities were calculated using Eq. 5 in Matlab will be 

compared with Monte Carlo simulations in the results section. 
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2.2.2. Detector Response Function.  There are three dominant types of photon 

interactions that contribute to the total absorption in the detector. These interactions include 

the photoelectric effect, Compton scattering, and pair production [17]. The quantity that 

gives the fraction of particles counted per unit time relative to the total number that interacts 

within the detector volume is called the detector efficiency ε and is defined as follows [19] 

        𝜀 =
number of particles recorded per unit time

number of particles impinging upon the detector per unit time
                      (6) 

The full-energy peak efficiency is given by [19] 

Full energy peak efficiency = detector efficiency ×
counts in full−energy peak

total counts in spectrum
    (7) 

The peak-to-total ratio (P) is the proportion of counts in a full-energy photopeak to 

the total counts in a spectrum. As discussed in introduction, the full-energy peak efficiency 

of the LaBr3(Ce) detector can be predicted with analog MCNP simulations. However, 

lower energy scattered photons can reach the detector from other sources such as the water 

and fuel. This skews the peak-to-total ratio and detector efficiency. To mitigate this, the 

detector response factors were calculated using an idealized MCNP model. The LaBr3(Ce) 

detector was put in a vacuum surrounded by a graveyard (area where particle histories are 

killed) and facing a disk source emitting gamma particles monodirectionally. This model 

ensures that only the interaction and transport physics of the detector contribute to the 

detector response factors. The size of the disk source corresponds to the collimator aperture 

size in the other MCNP models. 

Thus, the photopeak count rate can be predicted for a given flux of incident photons 

by multiplying the intensity of uncollided photons in Eq. 5 by the full-energy peak 

efficiency in Eq. 7, provided the incident flux of scattered photons into the detector solid 
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angle is negligible. In other words, numerical or analytical predictions of the uncollided 

flux of sufficiently monoenergetic photons into the detector can be straightforwardly 

multiplied by a normalized detector spectral response to yield a qualitatively and 

quantitatively accurate gamma-ray spectrum. The validity of the monoenergetic 

assumption will be discussed. 

2.3. MONODIRECTIONAL BIASING 

An accelerated Monte Carlo transport method was explored, which uses directional 

source biasing. This monodirectional biasing was introduced by modifying the full-

volume, isotropic source definition card (SDEF) with two additional entries  

VEC=0 1 0 DIR=1 

which convert the isotropic source into a monodirectional source with all photons initially 

traveling towards the detector along the collimator axis. The VEC and DIR cards were used 

to assign the initial direction of source particle flight [8]. DIR card specifies the cosine of 

the angle between the initial direction of the particle and the reference vector VEC, which 

is parallel to the collimator axis. DIR=1 gave a monodirectional source in the direction of 

VEC.  

The basic idea behind this approach is simple. Photons outside of the detector field 

of view, which would almost assuredly be absorbed in the collimator or transported away 

from the detector, were all ignored. Essentially, mass attenuation and scattering, assuming 

these occur, are forced to occur near the collimator axis or within the scintillator crystal. 

The resulting signal, therefore, accounts for absorption and scattering losses from the 

uncollided flux as well as detector response (e.g., Compton scattering in the scintillator) 



 

 

34 

while spending far less computational effort on photons that have virtually zero 

probability of reaching the detector. In contrast to a purely analytical calculation, this 

approach still models the detector response. An analytical prediction of the detector 

response is a highly non-trivial problem as it must necessarily include 3D radiation 

transport, multiple scattering, and continuous photon spectra. Therefore, the Monte Carlo 

method is better suited to the detector response portion of the problem. The directional 

biasing approach is useful in this highly collimated system as it significantly increases the 

efficiency of the Monte Carlo simulations compared with the fully isotropic analog cases. 

However, because the approach greatly overestimates the per-source-particle detector 

count rate, an analytical correction factor to convert monodirectional counts to the 

equivalent isotropic counts should be introduced to estimate the unbiased results. The 

monodirectional correction factor monof  accounts for a fraction of photons emitted towards 

the detector to the total number of photons isotropically emitted from the source. Also, 

attenuation physics in the cobalt source must be taken into consideration. This factor is 

defined as follows,  

           𝑓𝑚𝑜𝑛𝑜 =
∫

𝜋𝑟𝑐
2

4𝜋(𝐿𝑐−𝑑+𝑥)2 exp(−𝜇𝑠𝑥)𝑑𝑥
𝐿𝑠

0

∫ exp(−𝜇𝑠𝑥)𝑑𝑥
𝐿𝑠

0

                                           (8) 

Eqs. 8 is similar to Eq. 5 apart from the mass attenuation terms in the fuel and water 

and the sub-volume terms. The sub-volume normalization is accounted for in the MCNP 

source definition while mass attenuation and scattering in the water and fuel are implicitly 

calculated in the simulation. It is interesting to quantitatively compare the results of a fully 

analog Monte Carlo transport calculation and monodirectionally biased calculations to a 
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simple analytical calculation. A MATLAB script was written to evaluate Eq. 5 to 

benchmark the Beer-Lambert approximation with the Monte Carlo calculations. 

 

3. RESULTS, DISCUSSION, AND OUTLOOK 

 

Fig. 2 shows the gamma-ray spectra generated by pulse height tallies (F8) from the 

isotropic source simulations in MCNP. The chosen aperture diameters were 1.0 cm, 1.5 

cm, and 2.0 cm. Each spectrum was normalized to the photopeak counts at 1.332 MeV. To 

achieve less than 5% statistical uncertainty in the Monte Carlo simulations, 109 particle 

histories were tracked. The computational time needed for the simulations was between 

1,744-1,820 min, depending on aperture size, on an Ubuntu Linux system running on a 

virtual machine with 4 GB of memory. The virtual machine runs on an HP Z400 

workstation in a Windows 10 system. The physical workstation has a 3.2 GHz 4-core, 8-

thread Intel Xeon W3565 processor with 8 GB of RAM. It can be seen from Fig. 2 that the 

peak-to-total ratios for different collimator sizes are in good agreement with each other, 

showing that the spectral shape is already converged for apertures below 2.0 cm. The 

similarity of spectral shapes (and of peak-to-total ratios) shows that the detector response 

is uncoupled from the scattering that is occurring in any other part of the system. It is the 

Compton scattering in the scintillator crystal that mostly dominates the Compton 

background for collimators with large aspect ratios (15 or higher). This partially justifies 

using a monodirectionally biased source in place of an isotropic source as Compton 

scattering in the source, fuel, and water does not significantly contribute to the detector 

response. The high aspect ratio collimator is effective in rejecting collided photons. 
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Moreover, fully analog Monte Carlo simulations for such a small collimator become 

increasingly computationally expensive as the collimator size decreases. 

 

 

Figure 2. Idealized 60Co spectrum with different aperture diameters (normalized to 

photopeak counts; no broadening effects). 

 

As mentioned previously, the cylindrical source extends a comparatively long 

distance (38.1 cm) along the beam axis. It is, therefore, necessary to consider the 

attenuation within the source as well. Fig. 3 shows the spectra gained with different source 

materials from MCNP simulations with an isotropic source distribution. As shown in Fig. 

3a, the count rate is reduced by nearly a factor of ten when switched from air to 60Co. To 

ensure the reliability of the deterministic results, the source was discretized along its length, 

and the mass attenuation coefficient of the source was taken into consideration. Fig. 3b 

shows that the detector peak-to-total ratio is mostly insensitive to the choice of sources. 
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Figure 3. Gamma-ray spectra in different source materials with a 1 cm aperture (a) 

absolute count rate (b) count rate normalized to peak counts at 1.332 MeV. 

 

In the remainder of this paper, all results and discussion of source intensities and 

photopeak counts will pertain to the 1.332 MeV photopeak. The results at 1.332 MeV are 

unaffected by photons scattered from higher energies, which permits a more lucid analysis 

of the results. However, both gamma rays at 1.173 MeV and 1.332 MeV showed similar 

results. Two more sets of aperture diameters (0.5 cm, and 3.0 cm) are taken into 

consideration to show the trend. Besides relative error, figure of merit (FOM) is another 

measurement of the effectiveness of a certain method in reducing the variance of the 

results. This is defined as 

𝐹𝑂𝑀 =
1

𝑅2𝑇
                                                         (9) 

where T is the simulation time, and R is the relative error. FOM is also reported in the 

standard MCNP output file. To achieve uncertainties less than 1%, MCNP simulations took 

290 min of computer time for the monodirectional source and produced a FOM of 

3.00×103. To achieve the same uncertainties 12,440 min of computer time is required for 

the isotropic source using a 1.5 cm collimator aperture and produced a FOM of 1.12×100. 

(b) (a) 
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Smaller apertures increase this time considerably for the isotropic cases but not for the 

monodirectional cases. 

 

 

Figure 4. Uncollided photon intensity comparison of fully analog and monodirectional 

transport with analytical calculations at 1.332 MeV. 

 

Fig. 4 shows the uncollided incident gamma-ray intensities calculated by the 

isotropic transport, Beer-Lambert law, and monodirectional transport methods with 

corresponding analytical correction factors. As expected, the flux of uncollided photons 

decreases with decreasing aperture size. It can also be seen that both the Beer-Lambert Law 

approximation and monodirectional biasing simulations converge rapidly to the analog 

Monte Carlo results with decreasing aperture size. The monodirectional biasing technique 

shows better agreement (average percent error of -4%) with the fully analog simulations 

than does the Beer-Lambert law (average percent error of -20%). This is not surprising as 
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the Beer-Lambert law is a 1-dimensional model and may exclude certain effects, e.g. 

small angle scattering. Furthermore, the mass attenuation coefficient characterizes how 

easily electromagnetic radiation penetrates a material, and the choice of its database plays 

an essential role in the accuracy of the results. MCNP uses the continuous-energy photon 

ACE format data, which is a compact version of the Evaluated Nuclear Data File format 

[21]. Attenuation data for Beer-Lambert Law calculations were based on the National 

Institute of Standards and Technology XCOM database of attenuation coefficients [20]. 

Even small differences between the MCNP and Beer-Lambert Law results could be due to 

the mass attenuation coefficients that are from different data libraries or simply by 

uncertainties introduced by the Monte Carlo method. Also, the source sub-volume within 

the field-of-view of the detector is more accurately described by a truncated cone rather 

than a narrow cylinder, especially for apertures with small aspect ratios. More simply put, 

Eq. 5 tends to underestimate the number of source photons that reach the detector. The 

correction factor of the monodirectional calculations accounts for five orders of magnitude 

difference in source emission solid angle from the analog case, the complexity of the 

attenuation in the source cannot be ignored. It is performing the source integrals 

numerically that increases the accuracy. In the case of problems involving isotropic source 

emission and thick collimators, small solid angle losses can significantly reduce the ratio 

of tallied particles to total particle histories. Recasting the problem into one with an 

equivalent geometry and source strength can vastly reduce the variance and improve 

computational efficiency.  
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The detector response factors for 1.332 MeV photons (peak-to-total ratio and 

detector efficiency) are shown in Fig. 5. For aperture diameters smaller than 0.5 cm, a peak-

to-total ratio between 41.5%-42% can be assumed. 

 

 

Figure 5. Detector response factors vs. aperture size. 

 

In Table 1, the relationships among isotropic photopeak counts (CISO) Beer-

Lambert law photopeak counts (CBL), and monodirectional photopeak counts (CMONO) are 

similar to those in Fig. 4. The larger discrepancy from the Beer-Lambert law calculation 

may either reflect the aforementioned limitations of that essentially 1D model or else reflect 

the limitations of assuming that the detector response is uncoupled from transport in the 

source, fuel, and collimator.  
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Table 1. Comparison of photopeak counts in the detector (1.332 MeV). Figures of 

merit are given for each simulation. 

Aperture diameter (cm) Ratio  FOM 

CMONO / CISO  

 

CBL / CISO 

 

ISO MONO 

0.5 0.920 ± 0.062 

 

0.851 ± 

0.062 

2.16×10-2 9.84×102 

 

1.0 1.066 ± 0.035 0.885 ± 

0.035 

4.47×10-1 

 

3.02×103 

 

1.5 1.002 ± 0.022 0.824 ± 

0.022 

1.12×100 

 

3.00×103 

 

2.0 0.947 ± 0.015 0.768 ± 

0.016 

2.14×100 

 

3.02×103 

 

3.0 0.864 ± 0.004 0.677 ± 

0.004 

4.83×100 

 

2.91×103 

 

 

These results indicate that the monodirectional MCNP method is efficient in that it 

either saves a significant amount of computational time or, given a computational time, 

produces a higher FOM, when compared to analog simulations assuming an isotropic 

source. It gives a qualitatively correct spectral shape and can quantitatively predict the 

detector response factors accurately as the contribution of Compton scattering occurring 

outside of the detector is small, as can be seen by the overlapping spectra in Fig. 2 

(differences in the magnitude of the Compton continuum are within statistical fluctuations). 

Quantitatively, the Beer-Lambert Law calculations of the uncollided photon intensity are 

comparable to the results of isotropic simulations differing by less than 20% for the 1 cm 

diameter aperture. That said, the Beer-Lambert Law calculations are still less accurate that 

the monodirectionally biased Monte Carlo simulations. Perhaps most importantly, the 

accuracy of both the Beer-Lambert calculation and the monodirectional simulations 

improve with decreasing aperture sizes. It is at small apertures where the analog Monte 
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Carlo method suffers the greatest computational inefficiencies and where both of these 

accelerated methods become advantageous.  

Regardless of the source of the remaining discrepancies, the photon intensities of 

the MCNP simulations remain proportional to the deterministic calculations. This suggests 

that it is reasonable to calculate a spectrum that is both qualitatively and quantitatively 

predictive by first normalizing the monodirectional spectrum to the intensity of gamma 

rays at 1.332 MeV, then multiplying the normalized spectrum by the calculated intensity 

of gamma rays at 1.332 MeV using the Beer-Lambert law method and, finally, adjusting 

the error to reflect realistic counting statistics. The counting statistics of the pulse-height 

tally (Fig. 6) in each channel follows Poisson statistics [22]. The relative error is given by 

1
i

i

R
C

=                                                           (10) 

iR is the relative error in channel i; iC is the counts in channel i. To generate hundreds of 

radiographic projections needed to reconstruct a 3D image, this method could be used to 

efficiently simulate the transmission of the Co-60 gamma rays through different chords 

within the fuel representing translations and rotations in the imaging system. By doing so, 

simulated multi-channel spectra are generated which resemble the actual spectra collected 

by the experimental apparatus that will be used in the construction of sinograms and 3D 

images. 
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Figure 6. Spectra obtained by: scaling a normalized spectrum determined from simulation 

with monodirectional source by the Beer-Lambert uncollided photon intensity (bottom 

curve) and from analog simulation with isotropic source (top curve). The aperture size is 

1.0 cm. 

 

4. CONCLUSIONS 

 

A Monte Carlo model of a submersible 3D imaging system for performing gamma-

ray computed tomography was developed and used to simulate transmission gamma-ray 

spectra in a scintillator detector. Comparisons were made between fully analog MCNP 

simulations with an isotropic source, MCNP simulations with a monodirectionally biased 

source combined with a solid angle correction factor, as well as deterministic calculations 

based on the Beer-Lambert law. The results show that the monodirectional MCNP 
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simulations qualitatively and quantitatively agree with the analog results for large 

collimator aspect ratios, while the deterministic calculations are accurate enough (within 

~15% error) for semi-quantitative predictions of the uncollided photon intensity.  

A significant gain in computational efficiency is seen with the monodirectionally 

biased Monte Carlo method with a typical simulation generating data with orders of 

magnitude higher figure of merit and completing in less time. Meanwhile, it only takes the 

deterministic method seconds to generate the uncollided photon intensity and multiply it 

by the detector response factors. In either case, these techniques offer the modeler the 

ability to simulate entire projection radiographs, and even full 3D tomographs. The same 

cannot be said for the fully analog technique. Though somewhat slower than the 

deterministic method, monodirectional biasing accounts for more of the correct interaction 

physics than the Beer-Lambert law. However, the Beer-Lambert law, when combined with 

a method for incorporating the detector response and statistical noise, may also allow 

modelers to produce simulated radiographs in a very short time. Though these techniques 

may be limited to specific class of collimator and detector geometries, it may be possible 

to use them to perform rapid simulations of 3D tomographs on a desktop computer. The 

current work focuses on acceleration techniques and benchmarking computational methods 

rather than validation. Such validation efforts are currently underway and will be 

demonstrated in future work. 
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ABSTRACT 

A measurement technique using a fast plastic scintillator and pulse-height 

discrimination was investigated to improve the sensitivity of detecting low intensity, high-

energy gamma rays from a high intensity, lower-energy gamma-ray background. A low 

activity 60Co source was used as a high-energy signal and 137Cs sources were used to 

emulate high-intensity, lower-energy backgrounds. Count rates were measured as a 

function of discrimination threshold for three different flux ratios of 60Co/137Cs. It is 

demonstrated that by optimizing the low-level discriminator voltage, it was possible to 

reduce the count time required to limit of quantification (LOQ) by several orders of 

magnitude. The applicability of this technique in scenarios where a high activity source is 

present in a strongly scattering medium is discussed. 

Keywords: Radiation measurement, non-destructive testing, gamma-ray discrimination, 

high activity counting, plastic scintillator 



 

 

49 

1. INTRODUCTION 

 

Quantitative determination of the activities and characteristic emission peaks of 

high energy (>1 MeV), high intensity gamma-ray sources immersed in a scattering medium 

(liquid or solid) is made more challenging by the contribution of scattered photons. If the 

distance between source and detector is on the order of several mean free paths for 

Compton scattering, a large majority of the detected photons will be low energy scattered 

photons (see Fig. 1). Such situations are found in, for example, nuclear research and test 

reactors—where pool-side experiments and apparatus are being developed to characterize 

the irradiated fuel elements by using gamma radiation from high activity 60Co sources as 

an imaging probe. The activities of such sources tend to range from tens to thousands of Ci 

[1–3]. To shield the sources and provide adequate natural convective cooling, operations 

are conducted underwater, either in the reactor pool or an adjacent storage canal [4–7]. The 

scattering properties of water must therefore be considered in design of such radiation 

measurement experiments. 

Given a sufficiently low activity source, energy windowing or energy spectroscopy 

can be used to isolate the incident uncollided counts from the incident background of low-

energy scattered photons [8–10]. This can be done, for example, using a standard inorganic 

scintillator detector, such as NaI(Tl), or a semiconductor detector, such as high purity Ge 

detector (HPGe).  
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Figure 1. Measurement of the activity of a gamma emitter in a strong scattering medium 

involves discriminating counts from higher-energy uncollided photons (blue) from lower-

energy scattered photons (red). When the source-to-detector distance is multiple 

scattering mean free paths, the scattered contribution can dominate the total count rate. 

 

If the source has a high activity, time resolution becomes an important factor. Both 

inorganic scintillators and semiconductor detectors have relatively long tail pulse rise 

times. For example, NaI has a characteristic decay time of ~240 ns and HPGe detectors 

typically operate with a charge collection time on the order of 100 ns per cm of collection 

depth [11]. Thus, shaped pulses are typically no narrower than ~1 𝜇s if energy spectroscopy 

is to be performed [12]. When the source has tens to thousands of Ci of activity and is 

placed in a strong scattering medium, such as water, the interaction rate from low energy 

scattered photons may be on the order of ~10 MHz or greater. At such interaction rates, the 

deadtime approaches 100% for shaped pulses typical of inorganic scintillators and 

semiconductor detectors. Such overwhelming deadtimes make the inorganic scintillator 

and semiconductor detectors unsuitable for applications where a high activity source is 



 

 

51 

placed in a scattering medium, especially without any additional shielding to reduce the 

contribution from the scattered photons [13–17]. 

Distance and shielding are effective strategies at combating deadtime issues 

encountered with energy sensitive but slow detectors. In applications where distance and 

shielding cannot be exploited for combating the said deadtime issues, detectors with fast 

timing characteristics can be used. Fast plastic scintillators have pulse widths on the order 

of nanoseconds [12]. Such detectors can extend interaction rates up to ~100 MHz before 

significant deadtime losses are incurred [12]. That said, plastic scintillators are rarely used 

for spectroscopy as they offer poor energy resolution when compared to inorganic 

scintillators and semiconductor detectors [18–20]. When there is an extensive overlap 

between the low-energy scattered photons and high-energy, uncollided photons in the 

pulse-height spectrum, the ability to accurately quantify the activity of the source is lost. 

Thus, there is a need for a viable plastic scintillator-based strategy for quantifying the flux 

of uncollided photons from a high activity source placed in a highly scattering medium. 

In this work, we report such a strategy using an economic nuclear instrumentation 

that is easily available in a laboratory setting—single channel analyzer (SCA). Specifically, 

the pulse height discriminator of the SCA was used to separate the signal counts of 60Co 

with low activity and higher emission energies from the background counts of 137Cs with 

a high activity and low emission energy. 
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2. METHODOLOGY 

2.1. EXPERIMENTAL SETUP 

Counts from the sources, 60Co (1.17 MeV and 1.33 MeV) and 137Cs (0.662 MeV), 

were alternately acquired using a fast plastic scintillator detector from Alpha Spectra Inc. 

The scintillator plastic (ASI-100) has a polyvinyl toluene polymer base, 2.5 ns pulse width, 

and density of 1.02 g cm-3 [21]. The 137Cs was used to emulate lower-energy scattered 

photons from a scattering medium, instead of placing the 60Co source in a scattering 

medium such as water. The actual experiments were conducted in air for convenience. The 

spectrum of scattered 60Co photons is expected to be continuous and will depend on the 

scattering medium and source-to-detector distance. For the purposes of this experiment, 

however, it was only important that the background source contains lower photon energies 

at higher intensities/fluxes. The 60Co source from our setup was a low activity check source 

that had an activity of 0.0573 μCi at the time of the experiment. A 38.5 mCi 137Cs source 

was used to emulate a strong background (relative to the 60Co source) of lower-energy 

photons. The distance between the 137Cs source and the detector was used to vary the flux 

ratio of 60Co and 137Cs photons.  

The pulse processing setup consists of a constant fraction discriminator (Ortec 

model 583B) with an approximately 10 ns pulse width and a counter (Canberra 2071A) 

(see Figure 2). Negative NIM logic pulses were used. The pulse pair resolution of the 

system is limited by the discriminator which is specified to be 50 ns.  
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Figure 2. Experimental setup. The sources, 60Co and 137Cs, were placed in front of a fast 

plastic scintillator detector. Pulse processing was performed using a constant fraction 

discriminator and counter.  

2.2. FLUX RATIO CALCULATIONS   

The ratio of 60Co photon flux to that of 137Cs was used as the first independent 

variable to investigate detection sensitivity. The 60Co flux was calculated from the solid 

angle (Ω) subtended by the detector face using Eq. (1). The fraction, 𝑓Ω, of emitted photons 

incident on the detector face is given by Eq. (2):   

                                   Ω = 2𝜋(1 − 𝑐𝑜𝑠𝜃)                                                  (1)               

    𝑓𝛺 =
Ω

4𝜋
=

1−𝑐𝑜𝑠𝜃

2
                                                       (2) 

The angle 𝜃 is defined by the source-to-detector distance d and detector radius r as 

shown in Fig. 3. The 60Co/137Cs photon flux ratio, 𝑅𝑓, is defined as: 

                                      𝑅𝑓 =
𝐴Co𝑓𝛺,Co

𝐴Cs𝑓𝛺,Cs
                                                                (3) 
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where, 𝐴Co  and 𝐴Cs  are the activities of the 60Co and 137Cs sources. Three different 

photon flux ratios were used. The flux ratio (𝑓𝛺,Cs) was changed using the distance from 

detector to 137Cs source. 

 

 

Figure 3. Source and detector geometry. 

2.3. DISCRIMINATOR 

A low-level discriminator (LLD) was used as a second independent variable to 

investigate the LOQ. The LLD voltage was swept with the aim of identifying an optimized 

threshold for the pulse height to separate the lower energy 137Cs pulses from the higher 

energy 60Co pulses. Here, the final goal was to reduce the LOQ for the higher energy 

photons. The uncertainty associated with the count rate was based on the Poisson 

distribution. The measurement error introduced by the LLD dial was assumed to follow a 

uniform distribution [7]. Uncertainties reported in the Results and Discussion section 

represent one standard error (1σ). 
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3. RESULTS AND DISCUSSION 

 

Variation of the 60Co and 137Cs count rates with LLD voltage are shown in Fig. 3. 

Fig 3a corresponds to an 𝑅𝑓 = 7.3 × 10−2, which implies that approximately 7% of the 

photons incident on the detector are from 60Co. Even at the lowest LLD setting (0.06 V), 

there is a good separation of the 60Co and 137Cs photons. Between the LLD setting of 0.08 

V and 0.1 V, the count rates for the 60Co photons are two orders of magnitude greater than 

that of 137Cs photons. Fig 3b corresponds to an 𝑅𝑓 = 7.12 × 10−3 (~0.7% 60Co). In this 

case, the optimal threshold for a LLD was about 0.1 V. In Fig 3c, where 𝑅𝑓 = 1.79 × 10−3 

(~0.2% 60Co), the optimal threshold was also about 0.1 V. But here, the count rate was 

dominated by the lower energy 137Cs photons. At the higher LLD settings, the count rates 

for both sources decreased to the background count rate. This implies that the ability to 

discriminate between the low-activity-high-energy signal counts and the high-activity-low-

energy background counts was lost. Thus, it seems that the LLD voltage can be optimized 

to improve the separation of the low-activity-high-energy photons from the high-activity-

low-energy photons. For this experiment, the optimal LLD voltage was around 0.1 V, but 

it should be noted that the optimal LLD voltage is a function of the detector size, scintillator 

material, photomultiplier tube design, bias voltage, and the range of gamma ray energies 

that are to be separated.  

The ratio of 60Co/137Cs counts, 𝑅𝐶,  as a function of flux ratio is shown in Fig. 5 

and Table 1. The relative improvement in sensitivity can be assessed using Currie’s 

“working” limit of quantification (LOQ) for paired observations [22].  

                                         𝐿𝑄 = 14.1𝜎𝐵 = 14.1√𝑁𝐵                                                        (4) 
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where, 𝜎𝐵 is the standard deviation of background counts, 𝑁𝐵. Here the 137Cs source is 

treated as the background and is assumed to follow Poisson statistics. The number of 

undiscriminated high-energy photon counts, excluding electronic noise, can be crudely 

approximated as 𝑅𝑓𝑁𝐵. The LOQ is reached when 

𝑅𝑓𝑁𝐵 ≈ 14.1√𝑁𝐵                                                             (5) 

𝑁𝐵 = 𝐶𝑅0𝑡0 ≈
200

𝑅𝑓
2                                                               (6) 

 

Figure 4. Different Cs-137 source placements and experimental results. (3a) Cs-137 

check source placed on the surface of the detector; flux ratio 𝑅𝑓 =7.30×10-2; (3b) 38.5 

mCi Cs-137 source placed 24 inches away from the detector; flux ratio 𝑅𝑓 =7.12×10-3; 

(3c) 38.5 mCi Cs-137 source placed 12 inches away from the detector; flux ratio 

𝑅𝑓 =1.79×10-3
. 
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Here, 𝐶𝑅0  is the mean count rate measured without a discriminator (and excluding 

electronic noise), and 𝑡0 is count time required to reach the LOQ.  

When the discriminator is used, 𝑅𝑓 should be replaced by 𝑅𝐶, the count ratio, 

𝑁𝐵 = 𝐶𝑅𝐿𝐿𝐷𝑡𝐿𝐿𝐷 ≈
200

𝑅𝐶
2                                                       (7) 

𝐶𝑅𝐿𝐿𝐷  and 𝑡𝐿𝐿𝐷 are the count rate and count time to reach the LOQ with the discriminator. 

A useful metric for the improvement in sensitivity brought about through the use of 

discrimination is the factor reduction in count time to reach the LOQ.   

𝑡0

𝑡𝐿𝐿𝐷
=

𝐶𝑅𝐿𝐿𝐷

𝐶𝑅0

𝑅𝐶
2

𝑅𝑓
2                                                                 (8) 

Table 1 also includes estimates of the quantity expressed in Eq. (8). As some 

unavoidable electronic noise is inherently associated with the measurement of CR0, counts 

taken at the lowest LLD setting (0.06 V) were used instead. These results show that pulse 

height discrimination can improve the sensitivity to the higher-energy photons by several 

orders of magnitude, at least for 𝑅𝑓 values greater than about 0.2% without sacrificing the 

short dead time. However, extrapolating the data also suggests that the improvement in 

sensitivity may vanish around 𝑅𝑓 ≈ 10−4 suggesting a practical threshold for the method. 

The optimal threshold might depend on the energy of the signal that has to be discriminated 

and on the average energy of the background from which the signal has to be discriminated. 

In this study, 60Co photons (1.173 MeV and 1.332 MeV) were discriminated from 137Cs 

photons (0.662 MeV). Given a smaller energy gap, one might expect a higher degree of 

spectral overlap, a reduced ability to discriminate, and a higher threshold for 𝑅𝑓. At the 

same time, if this technique is to be used to quantify the activity of gamma ray sources in 

a scattering medium, there is a favorable correlation between the photon flux ratio, 𝑅𝑓, and 
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the mean energy of the scattered photons. As the source-to-detector distance increases, 

𝑅𝑓 decreases but the number of Compton scattering mean free paths increases, shifting the 

scattered spectrum to lower energies and reducing spectral overlap. Future work should be 

done to investigate the relationship between 𝑅𝑓 and pulse-height spectra in greater detail.  

 

Table 1. Flux ratios, count ratios, and reduction in time to reach the limit of quantification 

(LOQ), LLD=0.1 V. 

60Co/137Cs  

Flux Ratio, 𝑅𝑓 

60Co/137Cs  

Count Ratio, 𝑅𝐶 

𝑡0

𝑡𝐿𝐿𝐷

 

7.30×10-2 145 ± 12 4.8×105 

7.12×10-3 3.6 ± 0.3 3.0×103 

1.79×10-3 0.340 ± 0.007 3.0×102 

 

 

Figure 5. Count ratio (𝑅𝐶) vs. flux ratio (𝑅𝑓) at the optimum discriminator setting 

(LLD=0.1V). 
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4. CONCLUSIONS 

 

Use of fast plastic scintillators with pulse-height discrimination has been shown to 

be an effective method to separate pulse counts from low-intensity, high-energy gamma 

rays from high-intensity, lower-energy gamma rays. Depending on the flux ratio of 

uncollided-incident to scattered-incident photons, it has been demonstrated that several 

orders of magnitude decrease in the count time required to reach the limit of detection can 

be achieved.  
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TOMOGRAPHY 
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MO, 65401, zj6c6@mst.edu 

 

1. INTRODUCTION 

 

In the nuclear industry, non-destructive testing (NDT) method is playing an 

important role in characterizing new fuel and materials that are being irradiated in nuclear 

test reactors. In-pile irradiation experiments are essential for qualifying materials for 

eventual adoption in advanced reactor designs and the nuclear fuel cycle. NDT methods 

that aid in characterizing the qualitative and quantitative structural and chemical changes 

occurring in nuclear fuels under irradiation are sought after [1-4].  

Computed tomography (CT) is one of the best tools for non-destructive testing. It 

takes a few forms: X-ray, gamma and neutron tomography. However, these three 

tomography techniques have such different interaction modes with materials that their 

applications would be different. X-rays are suitable for imaging low density materials like 

soft tissues, plastics. For dense nuclear materials like nuclear fuel and fuel cladding, X-

rays are prone to attenuate at a short distance due to their large mass attenuation coefficients 

and the corresponding low signal-to-noise ratios lower the quality of radiographs. Gamma 

radiation and X-rays are both the emission of high-energy waves, the main difference lies 

in that gamma radiation is emitted from the nucleus of an atom. It also has a shorter 

http://www.applusrtd.us/en/activity/Non-destructive_Testing-1340224613981
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wavelength and generally higher energy than X-rays. The higher penetration power is 

suitable for probing nuclear materials. Even though neutrons do well in imaging fresh and 

irradiated fuel, they face challenges in a pool-side system where thermal neutrons 

scattering dominates the transport process. And the mean free path is too short to efficiently 

detect a practical signal over scattered noise. Secondly, fast neutrons tend to be thermalized 

in water which leads to a significant loss of spatial resolution. Past studies have used 

tomographic methods to simulate and experimentally investigate used reactor fuel 

assemblies. To this end, a proposed submersible gamma-ray computed tomography (CT) 

system is being designed to eventually perform pool-side fuel characterization at the 

Advanced Test Reactor (ATR) at Idaho National Laboratories (INL). The purpose of the 

proposed system is to perform physical, structural, and chemical characterization of 

irradiated fuel elements from ATR using a combination of emission and transmission CT. 

Modeling radiation transport of the transmission CT module is the focus of this work. 

Many researchers have been using Monte Carlo methods to simulate gamma ray 

radiation transport. However, these methods could be computationally expensive for a 

whole set of gamma ray radiographs, especially on personal computers. A Monte Carlo-

based approach using variance reduction and analytical correction factors as well as 

deterministic calculations based on the Beer-Lambert law were compared to analog Monte 

Carlo calculations that, while physically realistic in terms of geometry and source 

definition, are too computationally expensive to carry out over the number of projections 

required to reconstruct a 3D image. These methods of modeling the gamma-ray 

transmission problem were benchmarked for different collimator geometries to evaluate 

the range of validity of their assumptions.  

https://en.wikipedia.org/wiki/Idaho_National_Laboratory
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2. METHODOLOGY 

 

The Monte Carlo model was developed in the Monte Carlo N-Particle (MCNP6) 

simulation package [5]. MCNP is a general-purpose Monte Carlo radiation transport code. 

Fig. 1 shows the cell geometries in the Monte Carlo model of the transmission system. A 

60Co source emits intense gamma rays at 1.173 MeV and 1.332 MeV, which are ideal for 

probing high-Z elements owing to the near-minimum mass attenuation coefficients for 

most elements at those energies. The 60Co source was defined as a cylindrical volume 

source in a shielded container. The isotropic source was 1 cm in diameter and 38.1 cm 

long, with an activity of 2.56×1015 Bq. The size of the cylindrical scintillator crystal was 

set to 5.08 cm in diameter and 5.08 cm in height, large enough in volume to contain most 

of the Compton cascade regions within it. A pulse-height tally (F8) was used to determine 

the spectral response of the detector. A surface flux tally (F2) at the source-facing surface 

of the scintillator crystal was also used to determine the intensity of incident gamma rays 

through the collimator and into the detector. 

 

 

Figure 1. Basic MCNP model of the tomography system with a cylindrical 60Co source. 

The model consists of: a shielded cylindrical 60Co source, a source collimator, a fuel 

capsule, a detector collimator, and a LaBr3(Ce) detector. 
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Deterministic methods have the benefit of less time consumption over 

conventional Monte Carlo methods. In this proposed tomography system, the Beer-

Lambert method was applied to analytically calculate the intensity considering simple 

exponential attenuation and tabulated mass attenuation coefficients of the materials. Fig. 1 

shows the model of the tomography system. The intensity for an uncollided beam of 

photons is described by the well-known Beer-Lambert law: 

𝐼(𝐸, 𝑥) = 𝐼0(𝐸)𝑒−𝜇(𝐸)𝑥                                               (1) 

where 𝐼(𝐸, 𝑥)  is the intensity of the transmitted radiation beam with photon energy 

𝐸, 𝐼0(𝐸) is the intensity of the incident beam, 𝜇(𝐸) is the linear attenuation coefficient of 

the material, and 𝑥 is the linear thickness of the material. Eq. 1 assumes gamma rays travel 

monodirectionally in straight lines. Therefore, the initial intensity used in the Beer-Lambert 

Law should be adjusted for the solid angle of the detector. A solid angle correction factor 

is given by 

  𝑓Ω(𝑥) =
𝑟𝑐

2

4(𝐿𝑐−𝑑+𝑥)2                                                    (2) 

where rc is the radius of the collimator aperture, Lc-d is the distance between the source side 

of the source collimator and the scintillator side of the detector collimator, and x is the 

distance between the location where the gamma ray is emitted and the source side of the 

source collimator. This equation assumes a 1D distribution of isotopically-emitted source 

particles along the beam axis. As only a fraction of the source volume is within the field-

of-view of the detector, a sub-volume correction factor is given by 

𝑓v =
𝜋𝑟𝑐

2𝐿𝑠 

𝜋𝑟𝑠
2𝐿𝑠

                                                            (3) 

𝑓v =
𝑟𝑐

2

𝑟𝑠
2                                                                 (4) 
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where rs is the radius of the cylindrical source, Ls is the length of the source. This 

equation accounts for the large fraction of the source occluded by the collimators from the 

line-of-sight of the detector. Applying these correction factors to the Beer-Lambert law and 

integrating over the 60Co source distribution, the intensity of uncollided photons which 

have passed through the center of the fuel rod and reached the scintillator is given by 

𝐼(𝐸) =
𝐴0𝑟𝑐

4

4𝐿𝑠𝑟𝑠
2 ∫

exp[−(𝜇𝑠𝑥+2𝜇𝑓𝑟𝑓+2𝜇𝑤𝐿𝑤)]

(𝐿𝑐−𝑑+𝑥)2
𝑑𝑥

𝐿𝑠

0
                         (5) 

where 𝐴0 is the activity of the source; Ls is the length of the 60Co source; μs, μf, and μw are 

the linear attenuation coefficients of the source, fuel rod, and water, respectively; 𝑟𝑓  is the 

radius of the cylindrical fuel; and 𝐿𝑤 is the beam path length through the water. 

 

3. RESULTS 

 

Figure 2 demonstrates a plot of Beer-Lambert law results versus MCNP tallies. The 

MCNP calculation cost 1450 minutes of comfputer time on an hp Z400 workstation. The 

deterministic took 1 minute on the same workstation. Beer-Lambert calculation focuses on 

the same location of MCNP F4 tally, and the ratios towards MCNP results at 1.337 MeV 

are 93%, 86%, 87% for three different collimator aperture diameters (1.0, 1.5, 2.0 cm), 

respectively. The difference might result from the ideal way to process correction factors 

without considering the truncated cone beam which still could move towards the detector. 
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Figure 2. Beer-Lambert law vs. MCNP F8 tally at 1.33 MeV. 
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SECTION 

2. CONCLUSIONS AND RECOMMENDATIONS 

2.1. CONCLUSIONS  

To summarize the work accomplished, a series of tasks supporting the design and 

development of the transmission-CT capabilities of the FIESTA fuel imaging system to be 

deployed at the Advanced Test Reactor at Idaho National Laboratory. Paper I establishes 

methods for modeling radiation transport and detector response in the transmission CT 

detection system. The study compared fully analog MCNP simulations, MCNP simulations 

with a monodirectionally biased source, and deterministic calculations based on the Beer-

Lambert law. Results showed that the monodirectional MCNP simulations were efficient 

for large collimator aspect ratios and agreed with analog results while deterministic 

calculations were accurate for semi-quantitative predictions. Both methods allowed the 

simulation of entire projection radiographs and 3D tomographs. Paper II demonstrates a 

technique for detecting low-intensity, high-energy gamma rays amidst a high-intensity, 

low-energy gamma-ray background, utilizing fast plastic scintillators and pulse-height 

discrimination. Using a 60Co source for the high-energy signal and 137Cs sources to mimic 

the low-energy background, the research showed that by fine-tuning the low-level 

discriminator voltage, the sensitivity to high-energy gamma rays can be substantially 

enhanced. This method is particularly beneficial when detecting high-energy gamma rays 

in a scattering medium, such as certain nuclear research scenarios. The approach can 

significantly reduce the time to reach the detection limit, thus improving the efficiency of 
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gamma-ray detection in complex environments. Moreover, it may reduce the amount of 

detector shielding needed (and therefore mass) of the system.  

In conclusion, this study represents significant progress for nuclear engineering and 

radiation measurement fields by providing an economically feasible strategy for 

quantifying uncollided photon flux from highly active sources placed within highly 

scattering mediums. The implications extend beyond research into industrial applications 

within nuclear fields. The technique not only enhances detection sensitivity but also 

efficiently separates low-intensity, high-energy gamma rays from their lower-intensity 

counterparts amidst complex detection environments. In Paper III, this study discusses the 

use of analytical treatment in high-resolution gamma-ray computed tomography (CT) for 

non-destructive testing in the nuclear industry. A submersible gamma-ray CT system was 

designed for pool-side fuel characterization at the Advanced Test Reactor (ATR) at Idaho 

National Laboratories. To address the computational expense of Monte Carlo methods for 

simulating gamma-ray radiation transport, the study introduces a time-efficient 

deterministic method based on the Beer-Lambert law. Results demonstrate the 

deterministic model's comparable accuracy and significantly reduced computation time 

relative to the Monte Carlo methods.  

In summary, this doctoral dissertation establishes some of the acquisition 

parameters in a submersible gamma-ray computed tomography system. This work also 

identifies some of the unique challenges of acquiring high spatial resolution gamma-ray 

images in an underwater environment and suggests some ways to reduce deadtime losses. 

The research findings have important implications for pool-side and in-situ fuel imaging 

systems. 
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2.2. RECOMMENDATIONS 

Based on the research presented in Paper I and Paper III, there are several 

suggestions and recommendations for further improvement and exploration: 

1. Validation and experimental verification: Validation experiments should be 

conducted to verify the accuracy and reliability of the proposed modeling techniques, as 

mentioned in the conclusion. Future work should include experimental validation efforts 

to demonstrate the effectiveness of developed methods. 

2. Sensitivity analysis: Perform a sensitivity analysis to assess how changes in 

collimator aspect ratio, aperture size, source material, and other system parameters affect 

the accuracy and efficiency of modeling techniques. This analysis can provide a deeper 

understanding of system behavior and help identify critical factors that influence results. 

3. Expand applicability: While this study focused on a specific submersible 3D 

gamma-ray computed tomography system for imaging irradiated nuclear fuel, it would be 

beneficial to explore the applicability of proposed techniques to other CT systems or 

imaging scenarios by investigating different collimator and detector geometries, energy 

ranges, and materials. 

4. Optimization and parallelization: Explore optimization strategies such as 

parallelization techniques utilizing high-performance computing resources to accelerate 

simulations' computational time while enabling larger-scale simulations for real-world 

applications. 

5. Integration with reconstruction algorithms: Consider integrating accelerated 

modeling techniques with reconstruction algorithms for 3D image reconstruction by 
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investigating the compatibility between simulation methods and image reconstruction 

algorithms. 

Paper II proposes an effective approach to discriminate high-energy gamma rays 

from high-activity low-energy backgrounds. Areas for improvement include: 

1. Scattering medium variation: The study used 137Cs as a surrogate for a broad 

spectrum of low-energy scattered photons instead of placing the 60Co source in an actual 

scattering medium like water. Future research could test the technique in various real-world 

scattering mediums to see how this impacts results. 

2. Pulse height discriminator optimization: The separation of signals depends on 

the low-level discriminator (LLD) voltage, which varies based on detector size, scintillator 

material, and photomultiplier tube design. Detailed analysis and optimization of LLD 

settings may improve spectral separability. 

3. Energy gap consideration: Further research is needed on how smaller energy 

gaps between gamma rays would affect signal discrimination ability since practical 

scenarios often involve less substantial energy differences than those tested with 60Co and 

137Cs gamma rays. 

5. Deadtime Analysis: A detailed deadtime analysis under different conditions 

could provide further insights into optimizing setup performance since detector deadtime 

has been addressed only generally in the research. 

6. Other Fast Scintillator Materials: Other scintillator materials with fast timing 

characteristics should be tested to determine if they offer any advantages over fast plastic 

scintillators.
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