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ABSTRACT

The Solid-State Transformer (SST) is gaining attention as an alternative to conven-

tional iron-core transformers in the power electronic community. The power industry’s

increasing demands for smaller size, higher efficiency, and greater energy density have made

the SST an attractive option. Among various power electronic converter topologies, the Dual

Active Bridge (DAB) has become popular for its bidirectional power flow capability and

galvanic isolation, primarily in the DC application space. Advancements in semiconductor

technologies have introduced new bidirectional switches, opening avenues for novel SST

topologies. This research investigates the application of the DAB as a single-stage SST

and focuses on advancements in modeling, design, and control for ac-ac applications.

Analytical expressions for phase shifts are derived, leading to the formulation of a design

rule. Additionally, a real-time DSP based soft-switching algorithm is developed to meet

the primary requirement of high-efficiency designs. The integration of DAB inductance in

the transformer enhances energy density. However, dynamic modeling of the ac-ac DAB

converter poses challenges, as it exhibits two distinct excitation frequencies that current

modeling methods cannot adequately capture. To address this, an improved version of

the Generalized Averaged Modeling (GAM) technique, called Extended-GAM (EGAM),

is introduced. EGAM incorporates the multiplication of Double Fourier Series (DFS)

signals, enabling the capture of multiple harmonics in converter dynamics. The algorithm is

validated through harmonic truncation observations and a case study involving a single-phase

inverter with LC filters. The EGAM technique is successfully applied to the ac-ac DAB

converter, effectively handling its dynamic behavior and overcoming challenges posed by

switching terms. Extensive simulations and hardware experiments validate the accuracy and

effectiveness of the proposed EGAM modeling approach. These advancements contribute

to precise modeling, efficient power flow control, and enhanced design of the ac-ac DAB

converter, showcasing its potential as a Solid-State Transformer.
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SECTION

1. INTRODUCTION

Generation, transmission and distribution are the three main functions in power

system engineering. The proliferation of ac power systems can be attributed to transformers

that make it possible to transmit large amounts of power through long-range transmission

lines at high voltages, thereby leading to lower losses than a pure dc system. Conventional

transformers operating at 60 Hz and higher power levels are often bulky and serve one

purpose: transforming voltages. All the power converters interfacing with the transformer

must finally interface to the transformer at 60 Hz and therefore must be designed as such.

Transformers are also heavy and bulky to produce and transport. They are also challenging

to set up in offshore transmission applications, increasing installation, maintenance, and

assembly costs.

However, conventional transformers that operate at grid frequencies have very high

efficiencies due to the simplicity of operation, mature low-frequency transformer design

technology, and the absence of switching devices. The efficiency of a typical distribution

level transformer can be as high as 99.5% [1], which is well above the specification of 97%

[3] for distribution levels.

With the rapid progression of renewable energy sources, more and more connections

are being made to the grid. Given the scale of the power being integrated, large transformers

will be necessary for power integration. Therefore, it becomes infeasible to integrate grid

frequency level transformers in remote locations. Therefore high power-dense solutions are

desired. For the distribution level, reliable and straightforward circuit topologies are desired.
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These inadequacies of conventional transformers give rise to the necessity of Solid State

Transformers (SST). SSTs are becoming prevalent as the requirements for power distribution

systems increase [1].

A comprehensive review on the design and challenges of SST [1, 4, 5, 6] classifies

SST’s into four broad categories, viz Type A (Figure 1.1), Type B (Figure 1.2), Type C

(Figure 1.2), and Type D (Figure 1.3). Types B and C differ depending on whether the

isolation is on low voltage or the high voltage side. Type D SSTs are generally used when

LVDC and HVDC are both required.

Type A category of SSTs [7, 8, 9, 5, 10, 11, 12, 13] are generally simpler in

construction and interface two ac grids without an intermediate dc link. A matrix converter

type topology is proposed in [9], where 54 switches are needed for three-phase power flow

regulation and control. This can lead to increased losses in the SST. As SSTs are required to

have efficiencies in the ranges of 95%-98% [1], it can be difficult to reach these ranges with

a higher number of switches. Novel three-phase topologies employing DABs are proposed

to counteract the issue of higher switch counts[10, 14, 7, 11].

Figure 1.1. Type A SST [1]

Figure 1.2. Type B and C SST[1]
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Figure 1.3. Type D SST[1]

1.1. RELIABILITY OF SSTS

SSTs installed on site are subjected to a range of temperatures and levels of humidity.

Other types of stressors on the components are mechanical vibrations, pollution, lightning,

radiation, and EMI. Among all these stressors, the industry widely believes temperature and

humidity to be the most prominent stressors [2].

Figure 1.4. Industrial survey on components for reliability improvement [2]

An industry-wide survey on various components used in power electronic hardware

was also conducted [2]. In the survey, semiconductor devices and capacitors were identified

as the two major sources of reliability issues and where further research and development
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were necessary. A breakdown of various components that need reliability hardening and

improved lifetimes from an industrial perspective is given in Figure 1.4. The capacitor is

seen to be the second most crucial component that needs improvement.

In conventional SSTs, an intermediate dc link is necessary to integrate more sources

and allows reactive power compensation. The addition of storage also becomes relatively

easy. The dc-link is buffered using a capacitor that serves the function of storage and also as

a current filter. However, due to the increased reliability issues of capacitors, dc links may

not be viable for integration in future SSTs that replace transformers at the distribution level.

Therefore, other alternative topologies for SSTs must be pursued.

1.2. THE AC-AC DUAL ACTIVE BRIDGE TOPOLOGY

To address some of the issues mentioned before, an ac-ac Dual Active Bridge (DAB)

converter is researched in this work. The DAB converter is already very popular in the

dc application space and has been found to be useful wherever high power transfer is

desired while also having galvanic isolability and bidirectional power flow capability. The

converter was in fact also pursued in an ac-ac format [15, 16]. However, such a DAB

was only implemented for unidirectional power flow capacity in the past. Additionally,

the reactive power flow is also implemented in one direction. However, a conventional

transformer can have bidirectional power flow and bidirectional active and reactive power

flow. These research gaps are pursued in this work. Also, soft switching mechanisms for

power flow control for the resulting power flow mechanisms are pursued, and a real-time

implementable algorithm is developed for use in Digital Signal Processors (DSPs). The

high-frequency switchmode transformer used in this converter also needs good justifications

for high frequencies, which must be diligently pursued. Therefore, an integrated leakage

inductance-based design methodology with proper flux-spectrum analysis is done in this

work. All these aforementioned objectives form the first leg of this work.
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The second leg of this work focuses on developing a mathematical framework capable

of effectively capturing the dynamics of such converters. This modeling framework is called

the Extended Generalized Average Modeling (EGAM) technique and will be explained in

the next section.

1.3. EXTENDED GENERALIZED AVERAGE MODELING

The generalized Average Modeling (GAM) technique is an advanced extension

of the state space averaging technique. It is useful in scenarios where the small ripple

approximation does not hold for state variables. The conventional Generalized Average

Model [17, 18] framework models the time evolution of Fourier coefficients of state variables

instead of the state variable itself.

However, conventional GAM is insufficient in describing the operation of systems

excited by two distinct fundamental frequencies. Therefore a newly proposed construct for

GAM [19] for two frequencies is first considered and is built upon to emulate the large signal

operation of an inverter system successfully and is described. This extended GAM technique

[20] is useful in further describing the dynamics of two frequency excited systems such as

the ac-ac DAB, which is excited by both grid level and switching level harmonics.

Therefore equipped with the newly proposed EGAM technique, an inverter with two

LC filters on the input and output side is used and validated in the second work. The EGAM

technique is also used to model the dynamics of the ac-ac DAB converter in the third work.

1.4. ORGANIZATION OF THE DISSERTATION

This dissertation is organized as follows: The ac-ac DAB converter is first investigated

for both active and reactive power flow mechanisms along with soft switching and transformer

design aspects. Following this, the EGAM formulation is proposed in Section 3, where an

inverter is tested. Finally, the EGAM framework is used to model the dynamics of an ac-ac

DAB in the last Section.
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ABSTRACT

An ac-ac Dual Active Bridge (DAB) as a Solid State Transformer (SST) is investigated

for active and reactive power flow. Analytical expressions for the required phase shifts in

open-loop operation are derived. The inductance of the DAB and switching frequency are

critical parameters in the design of DAB as an SST, and a design rule is formulated based on

the derived results. A real-time soft-switching algorithm is proposed in order to enable ZVS

and ZCS of the bidirectional switches for positive and negative voltage regions. It is shown

that the transformer flux’s grid frequency component is negligible compared to switching

frequency components, enabling high-frequency design. The transformer is designed such

that the required DAB inductance is integrated as leakage inductance in the transformer

leading to a higher energy density design. It is also shown that the transformer core losses in

the ac-ac DAB topology are significantly lesser than the ac-dc-dc-ac counterpart. Finally, a

SOGI-PLL-based power flow control strategy is proposed for meeting the real and reactive

power demands between two grids with the integrated soft-switching algorithm. The design

is validated using simulations and experimental hardware.
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Figure 1. Type A SST [1]

Keywords: Dual Active Bridge Converter, Solid-State Trans- former (SST), Renewable

Energy Integration, Microgrids, Power Electronic Transformer, AC distribution systems,

soft-switching, Bidirectional switches.

1. INTRODUCTION

Solid State Transformers (SST) are becoming prevalent as the stability and power

requirements for power distribution systems increase [1]. For distribution level, reliable

and straightforward circuit topologies are desired. A comprehensive review of the design

challenges of SST can be found in [1, 2, 3, 4]. SST’s can be classified into four broad

categories, viz Type A (Figure 1), Type B (Figure 2), Type C (Figure 2), and Type D

(Figure 3). Types B and C differ depending on whether the isolation is on the low-voltage or

high-voltage side. Type D SSTs are generally used when both low-voltage and high-voltage

dc are required.

Type A category of SSTs [5, 6, 7, 3, 8, 9, 10] are generally simpler in construction

and interface two ac grids without an intermediate dc link. A matrix converter-type topology

is proposed in [7], where 54 switches are needed to realize a three-phase power flow.

However, reaching a 95 – 98 % efficiency in this SST can be very challenging due to the high

switch count [1]. Some other three-phase topologies employing DABs are also proposed in

[8, 11, 5, 9] to reduce the switch count.
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Figure 2. Type B and C SST[1]

Figure 3. Type D SST[1]

Type B, C [12, 13] and D [14, 15, 16] SSTs are classified as cascaded-type architectures

and often employ an ac-dc-ac or ac-dc-dc-ac stages. Type B and C SSTs differ in two ways.

In Type B SST, the isolated side sees a high-voltage ac while the dc-link sees a low-voltage

dc, which is further inverted. On the other hand, in Type C SST, the isolated side sees a

low voltage ac while the dc link sees a high voltage dc, which is further inverted [1]. The

availability of dc-link makes these classes of SSTs versatile and facilitates the integration of

renewable resources operating at different voltage levels but it also poses challenges due to

the higher number of power stages and corresponding circuit complexity [17]. Type A SSTs

do not have a dc-link and, therefore, cannot meet reactive power demands [1]. However,

this article presents a phase modulation scheme for Type A SSTs that can meet the reactive

power demand on an instantaneous power reproduction basis.

A Type A SST in a DAB configuration referred to as the ac-ac DAB in this article is

shown in Figure 4 [18, 17, 19, 6]. This particular topology is an attractive alternative to the

cascaded converter architecture [17, 18, 1] because of the following:

• fewer passive components
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Figure 4. ACAC Dual Active Bridge Converter Schematic

• better reliability

• smaller footprint and lower cost

• soft-switching capability

• higher efficiency

• bidirectional active and reactive power flow capability

• higher safety from galvanic isolation between grids.

Although ac-ac DABs have been used before [17, 18, 2], the bidirectional reactive

power flow mechanism in these converters has seldom been studied. Consequently, the

challenges of realizing soft-switching in these converters are yet to be explored to allow

an efficient implementation on hardware processors [17, 20]. In this article, a novel single

current sample-based switching algorithm is proposed to target soft-switching in an ac-ac

DAB. A full analysis and description of the switching sequences to handle both soft-switching
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and hard-switching cases are necessary. Finally, the nature of flux in the transformer employed

in an ac-ac DAB has not been investigated. This article analyzes the flux spectrum and

shows that the transformer can be designed using the already-known high-frequency design

methods for transformers. Additionally, it is shown that the transformer in the ac-ac DAB

incurs significantly lower core losses than the Type B, C, and D counterparts.

Switches S1-S4 comprise the primary bridge and S5-S8 comprise secondary side

bridge. Each of the switches is a four-quadrant switch [21] with anti-series connected

solid-state switches. Two power quality conditioning capacitor filters denoted by 𝐶𝑖𝑛 on the

input side and 𝐶𝑜𝑢𝑡 on the output side before the switching bridges ensure voltage waveforms

are sinusoidal.

The High-Frequency Transformer (HFT) provides the isolation and voltage boost/buck

actions to interface two different voltage grids. 𝑁1 and 𝑁2 are the HFT primary and secondary

turns, respectively. The DAB inductance 𝐿DAB serves as a critical parameter in enabling the

power transfer between both bridges. The importance of 𝐿DAB is presented in more detail in

the subsequent sections. The ac-ac DAB topology can utilize additional snubber capacitors

across each of the switches to enable Zero Voltage Switching (ZVS)/ Zero Current Switching

(ZCS) schemes at the switching edges.

In Section 2, the analytical expressions for real and reactive power in instantaneous

power formulation are given, followed by the power relationships of the ac-ac DAB. With

the use of the fundamental power relationships, the DAB phase solutions are derived for

realizing a demanded apparent power. Following this, a soft-switching analysis and a

real-time switching algorithm are proposed in Section 3. The DAB’s inductance is integrated

into the transformer, whose design is outlined in Section 4. Finally, the results of a hardware

implementation for the ac-ac DAB are presented in Section 5.
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2. NATURE OF PHASE FOR DEMANDED POWER

In this section, the power expression for an ac system is first given, and the solutions

of the phase angle of the ac-ac DAB are derived from realizing the instantaneous power

waveform.

2.1. MATHEMATICAL EXPRESSION OF INSTANTANEOUS POWER

Assuming the current and voltage to be simusoidal at the grid frequencies with RMS

values equal to 𝑉RMS and 𝐼RMS, respectively, the voltage and current for a power factor angle

of 𝜃 are written as

𝑣𝑖(𝑡) = 𝑉RMS
√

2 cos(𝜔𝑜𝑡) (1)

𝑣𝑜(𝑡) = 𝑉RMS
√

2 cos(𝜔𝑜𝑡) (2)

𝑖(𝑡) = 𝐼RMS
√

2 cos(𝜔𝑜𝑡 − 𝜃) (3)

The instantaneous power for a given value of active power 𝑃 and reactive power 𝑄

for a grid angular frequency 𝜔𝑜 is given by

𝑝(𝑡) = 𝑃{1 + cos (2𝜔𝑜𝑡)} +𝑄 sin (2𝜔𝑜𝑡) (4)

2.2. PHASE SOLUTIONS

A schematic of an ac-ac DAB is shown in Figure 4, and the composite switch

configuration is also represented. The instantaneous power flow equation [17] for an ac-ac

DAB is given by

𝑝(𝑡) =
𝑣𝑖(𝑡)𝑣𝑜(𝑡)
𝜔𝑠𝑤𝑁𝐿lk

(
|𝜙 |−𝜙(𝑡)2

𝜋

)
sgn(𝜙(𝑡)) (5)
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𝜙 is the phase shift between primary and secondary side square waves, 𝑁 is the transformer

turns ratio, 𝑣𝑖(𝑡) is the input voltage, 𝑣𝑜(𝑡) is the output voltage. The |𝜙 | and sign operators

are used to account for the bidirectional nature of the DAB converter. The power equation

(5) can be rearranged to get a quadratic equation in 𝜙 for an instant of required power 𝑝(𝑡)

and 𝑋DAB = 𝜔𝑠𝑤𝐿DAB for a switching angular frequency of 𝜔𝑠𝑤 = 2𝜋 𝑓𝑠𝑤 for the switching

frequency of 𝑓𝑠𝑤 to give

𝜙(𝑡)2

𝜋
− | 𝜙(𝑡) | +

���� 𝑝(𝑡)𝑋DAB
𝑣𝑖(𝑡) · 𝑣𝑜(𝑡)

���� = 0 (6)

The discriminant for the solutions of (6) for positive power is given by

Δ = 1 − 4𝑝 (𝑡) 𝑋DAB
𝜋𝑣𝑖(𝑡)𝑣𝑜(𝑡)

(7)

By inspecting the quadratic equation, three categories of non-solutions can be identified,

namely,

1. Non-existence of Δ at either 𝑣𝑖 or 𝑣𝑜 becoming zero

2. Imaginary solutions of 𝜙 for negative values of Δ

3. Out of bound values of 𝜙

The first type of non-solutions cannot be addressed as it is mathematically impossible

to solve the quadratic equation (6). Nevertheless, practically, the demanded power can be

made zero by shutting down the converter at the zero crossing zones to make the power

transfer zero. On the other hand, the second and third types of non-solutions can be controlled

by changing the converter’s parameters, which will be explained in the subsequent sections.

The power equation (6) is rewritten after substituting for 𝑣𝑖(𝑡) and 𝑣𝑜(𝑡), the equation

simplifies to
𝜙(𝑡)2

𝜋
− | 𝜙(𝑡) | + |𝑝(𝑡)|𝑋DAB

2𝑉2
RMS cos2(𝜔0𝑡)

= 0 (8)
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As, 𝑝(𝑡) < 0⇒ 𝜙(𝑡) < 0 and 𝑝(𝑡) > 0⇒ 𝜙(𝑡) > 0, two equations are obtained

𝜙(𝑡)2

𝜋
+ 𝜙(𝑡) − 𝑝(𝑡)𝑋DAB

2𝑉2
RMS cos2(𝜔0𝑡)

= 0, for 𝑝(𝑡) < 0 (9)

𝜙(𝑡)2

𝜋
− 𝜙(𝑡) +

𝑝(𝑡)𝑋DAB

2𝑉2
RMS cos2(𝜔0𝑡)

= 0, for 𝑝(𝑡) > 0 (10)

Now defining a function 𝛼(𝑡)

𝛼(𝑡) =
𝑃𝑋DAB

𝑉2
RMS

+
𝑄𝑋DAB

𝑉2
RMS

tan (𝜔0𝑡) (11)

the quadratic equations finally reduce to

𝜙(𝑡)2 + 𝜋𝜙(𝑡) − 𝜋𝛼(𝑡) = 0, for 𝑝(𝑡) < 0 (12)

𝜙(𝑡)2 − 𝜋𝜙(𝑡) + 𝜋𝛼(𝑡) = 0, for 𝑝(𝑡) > 0 (13)

As the phase solutions 𝜙(𝑡) are constrained between ±𝜋/2, the final solutions are

then written as

𝜙(𝑡) = −𝜋
2

+
√︁
𝜋2 + 4𝜋𝛼(𝑡)

2
, for 𝑝(𝑡) < 0 (14)

𝜙(𝑡) =
𝜋

2
−

√︁
𝜋2 − 4𝜋𝛼(𝑡)

2
, for 𝑝(𝑡) > 0 (15)

The values of phase angle tend to ±∞ at 𝜔0𝑡 = (2𝑛 + 1)𝜋/2 for 𝑛 ∈ Z. Therefore,

the phase angle is to be saturated at these critical instances until the solutions become finite

again. The designer must know where the phase angle is supposed to be saturated. Therefore,

if the phase is limited at an arbitrary phase angle 𝜙𝑙𝑡 ≤ 𝜋/2. The time instance (in radians)

at which the phase limit is reached is to be known and must be individually found for the

two values of the power expression (12), (13).



14

Considering the positive power quadratic (13) first and substituting the phase limit

value of +𝜙𝑙𝑡 (as only positive phases can be found out for (13))

𝜙2
𝑙𝑡 − 𝜋𝜙𝑙𝑡 + 𝜋𝛼(𝑡) = 0 (16)

−𝜙2
𝑙𝑡 + 𝜋𝜙𝑙𝑡 = 𝜋𝛼(𝑡) (17)

∴ 𝛼(𝑡) =
𝜋𝜙𝑙𝑡 − 𝜙2

𝑙𝑡

𝜋
(18)

substituting 𝛼(𝑡) from (11), one obtains, the time at the required angle to be

𝜔0𝑡+𝑙𝑖𝑚𝑖𝑡 = tan−1

[
−𝑃
𝑄

+
𝑉2

RMS
𝑄𝑋DAB

{
−𝜙2

𝑙𝑡
+ 𝜋𝜙𝑙𝑡
𝜋

}]
(19)

a similar approach can be used for (12), to get the time instance at which a negative angle of

−𝜙𝑙𝑡 is reached and is given by

𝜔0𝑡−𝑙𝑖𝑚𝑖𝑡 = 𝑛𝜋 + tan−1

[
−𝑃
𝑄

+
𝑉2

RMS
𝑄𝑋DAB

{
𝜙2
𝑙𝑡
− 𝜋𝜙𝑙𝑡
𝜋

}]
, 𝑛 ∈ Z (20)

Also, from (13) and (12), the angle for reaching zero power is given by

𝜔0𝑡𝑧𝑒𝑟𝑜 = 𝑛𝜋 + tan−1
(
−𝑃
𝑄

)
, where 𝑛 ∈ Z (21)

Based on the observations from the nature of the power plots and the phase 𝜙(𝑡)

behavior, the following conclusions can be drawn:

1. The points where the output current waveform reaches zero, the instantaneous power

reaches zero, and the phase also reaches zero

2. When the voltage waveform reaches zero, the phase plot’s solution ceases to exist due

to the asymptotic behavior of the tangent function in (11)
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3. When Q is positive, the phase plot needs to be saturated at −𝜋/2 starting at the angle

corresponding to 𝑣(𝑡) = 0+ and +𝜋/2 for the angle corresponding to 𝑣(𝑡) = 0−

4. When Q is negative, the phase plot needs to be saturated at 𝜋/2 starting at the angle

corresponding to 𝑣(𝑡) = 0+ and −𝜋/2 for the angle corresponding to 𝑣(𝑡) = 0−

5. The exact time instance (in radians) at which the saturation is to be applied is governed

by (19), (20)

6. The exact time instance (in radians) at which the power reaches zero is governed by

(21)

7. For pure active power demands, the reactive power is zero, making (11) a constant

value, which ultimately makes 𝜙(𝑡) also constant.

Based on the properties discussed in this section, two types of closed-form solutions

for the phase are written for positive and negative reactive power demands. For 𝑄 > 0, the

value of 𝜙(2𝜔0𝑡) is given by,

𝜙(2𝜔0𝑡) =



− 𝜋2 for −𝜋/2 ≤ 2𝜔0𝑡 ≤ 𝜔0𝑡−𝑙𝑖𝑚𝑖𝑡

− 𝜋2 +
√
𝜋2+4𝜋𝛼(𝑡)

2 for 𝜔0𝑡−𝑙𝑖𝑚𝑖𝑡 < 2𝜔0𝑡 ≤ 𝜔0𝑡𝑧𝑒𝑟𝑜

𝜋
2 −
√
𝜋2−4𝜋𝛼(𝑡)

2 for 𝜔0𝑡𝑧𝑒𝑟𝑜 < 2𝜔0𝑡 ≤ 𝜔0𝑡+𝑙𝑖𝑚𝑖𝑡

𝜋
2 for 𝜔0𝑡+𝑙𝑖𝑚𝑖𝑡 < 2𝜔0𝑡 ≤ 𝜋/2

(22)

For 𝑄 < 0

𝜙(2𝜔0𝑡) =



𝜋
2 for −𝜋/2 ≤ 2𝜔0𝑡 ≤ 𝜔0𝑡+𝑙𝑖𝑚𝑖𝑡

𝜋
2 −
√
𝜋2−4𝜋𝛼(𝑡)

2 for 𝜔0𝑡+𝑙𝑖𝑚𝑖𝑡 < 2𝜔0𝑡 ≤ 𝜔0𝑡𝑧𝑒𝑟𝑜

− 𝜋2 +
√
𝜋2+4𝜋𝛼(𝑡)

2 for 𝜔0𝑡𝑧𝑒𝑟𝑜 < 2𝜔0𝑡 ≤ 𝜔0𝑡−𝑙𝑖𝑚𝑖𝑡

− 𝜋2 for 𝜔0𝑡−𝑙𝑖𝑚𝑖𝑡 < 2𝜔0𝑡 ≤ 𝜋/2

(23)



16

The physical interpretation of saturating the phase shift is that the DAB converter’s

power transfer characteristic (5) takes the maximum value at ±𝜋/2, the power transferred

from the primary side to the secondary side cannot be increased using a phase beyond the

𝜋/2 limit. The DAB squeezes as much maximum instantaneous power as it can during the

𝜋/2 intervals.

2.3. PHASE SOLUTIONS FOR ACTIVE POWER FLOW

A special case of phase solution can be made for pure active power flows, in which

case 𝑄 = 0. Therefore, the value of 𝛼(𝑡) reduces to,

𝛼 =
𝑃𝑋DAB

𝑉2
RMS

(24)

The phase angle is then written as,

𝜙 = −𝜋
2

+

√︂
𝜋2 + 4𝜋 𝑃𝑋DAB

𝑉2
RMS

2
, for 𝑃 < 0 (25)

𝜙 =
𝜋

2
−

√︂
𝜋2 − 4𝜋 𝑃𝑋DAB

𝑉2
RMS

2
, for 𝑃 > 0 (26)

as 𝛼 is a constant value, the value of phase angle 𝜙(𝑡) is also a constant. Therefore the phase

shift angle on the DAB is to be a constant value for the entire line cycle when active power is

demanded.

Also, (25), (26) show that as long as the second terms in both relations do not cross

−𝜋/2 or 𝜋/2 respectively or do not make the square root term negative, the phase value will

be constant. Also, the non-existence of the solutions due to the voltage becoming zero, as

described previously, does not become an issue as the desired instantaneous power also

reaches zero at the same instant as the voltage reaches zero (a consequence of unity power

factor operation).
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(a) Nature of roots for 10 µH for phase saturation
applied for imaginary roots

0 /4 /2 3 /4 5 /4 3 /2 7 /4 2

-100

0

100

0 /4 /2 3 /4 5 /4 3 /2 7 /4 2

0

2000

4000

6000

0 /4 /2 3 /4 5 /4 3 /2 7 /4 2

-1

0

1

0 /4 /2 3 /4 5 /4 3 /2 7 /4 2

-20

0

20

(b) Improved reproducibility of desired power by
reducing 𝐿DAB to 5 µH

Figure 5. Phase solutions based on leakage inductance choice

2.4. INDUCTANCE AND FREQUENCY CHOICE FOR SST DAB

The boundary for imaginary solutions in the quadratic equations is given by

1 − 4𝑝(𝑡)𝑋DAB
𝜋𝑣𝑖(𝑡)𝑣𝑜(𝑡)

< 0 (27)

which can be rearranged to inspect the relationship between 𝑣𝑖(𝑡), 𝑣𝑜(𝑡), 𝑝(𝑡), 𝐿DAB, and 𝑓𝑠𝑤

as,
𝜋𝑣𝑖(𝑡)𝑣𝑜(𝑡)

8𝑝(𝑡)
< 𝐿DAB × 𝑓𝑠𝑤 (28)

The boundary equation (28) shows that as long as the RHS term is greater than the LHS

term, 𝜙(𝑡) ∈ C. Therefore, for a given value of LHS variables, a lower value of the RHS

term will lead to an easier boundary to cross over for the LHS terms to guarantee 𝜙(𝑡) ∈ R.
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(a) Nature of roots for 10 µH for phase zeroing
applied for imaginary roots

0 /4 /2 3 /4 5 /4 3 /2 7 /4 2

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

10
4

(b) Improved reproducibility of desired power by
reducing 𝐿DAB to 5 µH

Figure 6. Phase solution space visualization

Figure 7. S1-S4 transition with a positive voltage applied to Leg and transformer current
flowing outwards demonstrating FSS

Therefore, as the switching frequency increases, a lower inductance will be needed

to maintain the same level of instantaneous power transferability. That being said, a lower

switching frequency and a higher 𝐿DAB are desirable to ease the SST DAB design for a given

rated power specification from a practical standpoint.

Figures 5a and 5b show the 𝜙(𝑡) solution plots obtained for 10 µH and 5 µH of 𝐿DAB

respectively for the same apparent power demand and 𝑓𝑠𝑤. The solutions are obtained by

applying the phase solutions (22) or (23) depending on the sign of 𝑄. The 10 µH case shows

a higher range of imaginary solutions than that of the 5 µH case as described from the design

equation (28). Figures 6a and 6b show an alternative viewpoint for apparent power flow

from the DAB’s perspective. The two enveloped waveforms (dotted waveforms) show the
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Figure 8. S4-S1 transition with a negative voltage applied to Leg and transformer current
flowing inwards demonstrating PSS

Figure 9. H-bridge switching: PSS case on the left and FSS case on the right

maximum possible power available for transfer between the two ac sources on either side

of the ac-ac DAB at any given point in time. The demanded power (thick trace) describes

the instantaneous power demand. The recreated power by the DAB is overlayed on top of

the demanded power (shown as crosses). It can be inferred from the figures that the area

enclosed between the Max + Limit and Max - Limit is the real solution space for the power

quadratic equations (12) and (13) where 𝜙(𝑡) ∈ R. When the demanded power exceeds the

maximum reproducible power limits, the DAB rides through the extreme value possible

while overriding the demanded value. In these regions, the DAB squeezes as much power

as it can from one side to the other. By reducing 𝐿DAB, the peak power levels of the DAB

increase, thereby shrinking the demand override regions leading to lower span of imaginary

solutions.
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3. SOFT-SWITCHING ANALYSIS

Each Half-Bridge (Leg) of the ac-ac DAB has four switches: S𝑥P, S𝑥N, S𝑦P and S𝑦N

where 𝑥 ∈ {1, 3, 5, 7} and 𝑦 ∈ {2, 4, 6, 8}. The switches belonging to odd number indices are

referred to as High (Hi) side switches, and the ones belonging to the even indices are referred

to as the Low (Lo) side switches. Each switch S𝑥 or S𝑦 again is given a sub-classification

suffix—P or N based on the orientation of the MOSFET. In a DAB, the 𝑖DAB can be either

positive or negative based on the polarity of the grid voltage 𝑉 = 𝑣𝑖 = 𝑣𝑜. From a sign

convention perspective, the current is positive if it flows out of the leg and vice-versa. The

sign of this current is critical in determining whether the switching event is soft-switching or

hard-switching. Based on the direction of the current and the voltage applied across a leg

with bidirectional switches, two types of switching events are possible:

1. all four switches undergo soft-switching; i.e., Full Soft-Switching (FSS)

2. three out of four switches are soft-switched; Partial Soft-Switching (PSS)

3.1. FSS MECHANISM

An example of the FSS mechanism is shown in Figure 7. Assuming that the current

is already flowing through S1P and S1N, four instances are shown for transitioning the

current from S1P and S1N to S4P and S4N. The first step begins with S1N turning off under

ZVS as the current continues to flow through its body diode. In the next step, S4N turns on

under ZCS as no current flows through it. In the third step, S1P turns off under ZVS, and

immediately, 𝑖DAB starts charging the capacitor across S1 from 0→ 𝑉 and discharging the

capacitor across S4 from 𝑉 → 0. Finally, the current transition from S1P and S1N to S4P

and S4N is completed when S4P turns on under ZVS.
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3.2. PSS MECHANISM

An example of the PSS mechanism is shown in Figure 8. Assuming that the current

is already flowing through S4P and S4N, four instances are shown for transitioning the

current from S4P and S4N to S1P and S1N. The first step begins with S4N turning off under

ZVS as the current continues to flow through its body diode. In the second step, S1N turns

on, and the following three events happen simultaneously:

1. the capacitor across S1 starts discharging the full blocking voltage, thus representing a

Full Voltage Switching (FVS), i.e., hard-switching

2. 𝑖DAB starts shifting from S4 to S1

3. the capacitor across S4 starts building the full blocking voltage.

In the third stage, the switch S4P turns off under ZCS as no current flows through it. Finally,

S1P turns on under ZVS as the top capacitor is discharged to zero volts.

3.3. H-BRIDGE SOFT-SWITCHING CONDITIONS

So far, soft-switching is explained from the perspective of a half-bridge. The soft-

switching mechanism of an H-bridge depends on the relative signs of 𝑖DAB and 𝑉 . Assuming

the same voltage polarity for both primary and secondary bridges, the sign of the current is

opposite in the two half bridges—Leg1 and Leg2. When the current leaves Leg1, as shown

in Figure 9 for the FSS case, it gets a positive sign. If a positive voltage is applied across the

switches and the current leaves Leg1, it gets a (+, +) notation, thus suggesting that both the

voltage and current are positive. For the same voltage polarity, Leg2 gets a (+,−) notation

indicating a negative current. Alternatively, if a negative voltage is applied across the Legs

and the current flows from Leg2 to Leg1, (−,−) notation for Leg1 is indicated in Figure 9,

thus suggesting PSS.
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A similar sign convention is followed for the secondary bridge. Here, the dot

convention of the transformer must be accounted for to understand the FSS or PSS mechanism

of the secondary bridge. The current entering the dot from one side of the transformer leaves

the dot from the other side. The primary and secondary side switching events are offset by

the phase angle value used to control the converter.

(a) DAB phase state progression for positive
phase angle: ABCD sequence

(b) DAB phase state progression for negative
phase angle: BADC sequence

Figure 10. Switching order sequences based on the sign of phase

3.4. SWITCHING SEQUENCES

Figure 10a and 10b show primary and secondary voltages and the resulting inductor

current in a DAB. Here, four points of interest—A, B, C, and D—are identified. If the sign

of the 𝑖DAB at A is known, the sign of the rest of the points can be ascertained. Using the sign

of A and that of the grid voltage, the mechanism for one switching cycle can be scheduled.

Hence, an algorithm can be formulated for implementing the switching mechanism of the

ac-ac DAB in an embedded platform. The algorithm can be divided into three cases based

on the sign of the phase angle. Figure 10a and 10b show the up-down counters used in an

embedded processor for generating switching signals. Here two switching sequences can be
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Table 1. Switching transitions
Point Transition

A S1→S4 and S2→S3
B S5→S8 and S6→S7
C S4→S1 and S3→S2
D S8→S5 and S7→S6

Table 2. Current Sensor Sign to Switching Transition Lookup

𝜙 > 0
ABCD Sequence

Current sign
for Leg1 at C

Leg1
S4-S1

Leg2
S3-S2

Leg3
S8-S5

Leg4
S7-S6

Leg1
S1-S4

Leg2
S2-S3

Leg3
S5-S8

Leg4
S6-S7

- - + + - + - - +
+ + - - + - + + -

𝜙 < 0
BADC Sequence

Current sign
for Leg1 at D

Leg1
S4-S1

Leg2
S3-S2

Leg3
S5-S8

Leg4
S6-S7

Leg1
S1-S4

Leg2
S2-S3

Leg3
S8-S5

Leg4
S7-S6

- - + + - + - - +
+ + - - + - + + -

observed—ABCD and BADC. When the phase shift in the DAB is positive, the inductor

current takes the shape of the typical trapezoidal waveform as shown in Figure 10a. The

switching events occur in the following sequence A→B→C→D. For negative phase shift,

the switching sequence is B→A→D→C, as shown in Figure 10b.

3.5. SWITCHING SEQUENCE LOOKUP TABLES

Based on the FSS and PSS examples, every half bridge undergoes either an FSS or

a PSS based on the 𝑉 and 𝑖DAB at the instance of switching. Tables 2 and 3 show all the

possible voltage and current combinations for all the legs of the DAB. Table 2 describes

what the current signs of switching instances will be based on the sign of 𝜙 and the 𝑖DAB

sensed at the point of interest. A sign convention is adopted in the first two columns of Table

3. A positive sign in the voltage column denotes a positive voltage applied across each Leg

and vice-versa. A positive sign is applied to 𝑖𝑥 , 𝑥 ∈ {1, 2, 3, 4} shown in Figure 4 to denote

the current leaving Leg𝑥 and a negative sign to denote the current entering Leg𝑥. When
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undergoing FSS, the first, third, and fourth switching instances are all ZVS, while the second

is ZCS. In PSS, the first and fourth switching instances are ZVS, the third is ZCS, and the

second is FVS, i.e., hard-switched.

Table 3. Hard and soft-switching conditions for a Leg
𝑣𝑖𝑛 𝑖1 Transition OFF ON OFF ON Soft-Switching
+ + Hi-Lo HiN LoN HiP LoP Full
+ - Hi-Lo HiP LoP HiN LoN Partial
- - Hi-Lo HiP LoP HiN LoN Full
- + Hi-Lo HiN LoN HiP LoP Partial
+ - Lo-Hi LoN HiN LoP HiP Full
+ + Lo-Hi LoP HiP LoN HiN Partial
- + Lo-Hi LoP HiP LoN HiN Full
- - Lo-Hi LoN HiN LoP HiP Partial

3.6. SWITCHING ALGORITHM

In embedded systems, Interrupt Service Routines (ISR) are used for coordinating real-

time data acquisition and decision-making processes to enable the generation of switching

signals and seamless implementation of algorithms. A flow chart is provided in Figure 11

to implement the switching algorithm. The algorithm is divided into three major substeps,

namely,

1. Data acquisition

2. Sequence identification and data lookup

3. Compare enforcement

In the first step, the polarity of 𝑉 , 𝑖DAB, and 𝜙 are acquired. Two sensors are used

for this purpose: a voltage sensor sensing either 𝑣𝑖𝑛 or 𝑣𝑜𝑢𝑡 and a current sensor sensing

𝑖1 current as shown in Figure 4. Based on these signs, decisions are made on whether the

switching sequence is an ABCD or BADC. Once the sequence is detected, the switching
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ISR Start

Check sign of
𝑉 , 𝑖DAB and 𝜙

𝜙 > 0

ABCD
Sequence

Data Lookup

BADC
Sequence

Data Lookup

Apply
Compares

ISR End

no yes

Figure 11. Soft-switching algorithm implemented in ISR-1

sequence for S1-S8 is decided based on the polarity of 𝑉 and 𝑖1. Here, the sequences in

Table 2 help in cross-referencing the rows to be selected in Table 3. After the sequence is

detected, compare values used to generate the switching signals are enforced.

Figure 12 shows the up-down counter and its coordination with various tasks for an

ABCD sequence. The instances are subscripted to denote the cycle of operation. Three tasks

T1, T2, and T3 are shown in the figure to aid the understanding of the algorithm. Task T1 is

responsible for computing the phase deployment required to meet the demanded power value

using the relations derived in Section 2. Tasks T2, and T3, on the other hand, coordinate the

soft-switching algorithm. T2 is always triggered by the leading bridge and initiates 𝑉 and

𝑖DAB ADC acquisitions to run the three steps described earlier. Even though T2 is shown to

set the compares for S1 and S4 switches, it also sets the compare values for all other switches.

Only four compare assignments are shown in Figure 12 to avoid redundancy. Once T2 sets

the compare sequences for the switches, the compares remain the same throughout the rising

slope period. The last task T3 reverses the compares to preserve the switching order. The

flow chart in Figure 11 is implemented in T2 ; T3 only inverts the compares that T2 decides.
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Figure 12. DSP implementation of soft-switching algorithm for ABCD sequence

The compare values are shadowed to be effective in the next cycle, which always starts at T3.

The primary side’s up-down counter always triggers the T2 at the point shown in Figure 12.

The trigger point is configured to accurately capture the sign of 𝑖DAB.

4. TRANSFORMER MODELING AND DESIGN

In this section, the design requirements for an ac-ac DAB transformer will be

discussed. The transformer is designed for 120 V of input and output RMS grid voltage and

1 kVA of apparent power. But before starting with the actual design parameters, the flux

characteristic in the transformer must be understood as there are two frequencies at play,

namely the switching frequency and the grid frequency components.
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(a) Time vs. transformer flux plot for ac-ac DAB (b) ACAC DAB transformer flux spectrum

Figure 13. Transformer flux waveforms

Figure 13a shows the time vs. magnetic flux plot for a transformer for one cycle of

grid waveform. The plot shows a switching waveform enveloped inside a grid waveform.

Therefore the transformer is subjected to both the grid and the switching frequencies. The

Fourier decomposition on the flux waveform is shown in Figure 13b. The transformer is

predominantly subjected to the switching frequency. Therefore, the transformer must be

designed for the switching frequency.

4.1. TRANSFORMER DESIGN

The area product for transformer design is given by

AP =

(
𝑆𝑡𝑜𝑡(104)

𝐾𝑢𝐾 𝑓𝐾 𝑗𝐵𝑚𝑎𝑥 𝑓𝑠𝑤

) (8/7)

(29)

where 𝐾𝑢, 𝐾 𝑓 , and 𝐾 𝑗 are the fill factor, form factor, and temperature rise factors, respectively.

The switching frequency 𝑓𝑠𝑤 is 30 kHz. The calculated AP value is 26 cm4 for 𝐾𝑢 of 30%

and 𝐾 𝑓 = 4. Accounting for a 50 ◦C, a 𝐾 𝑗 value of 534 is selected. A 𝐵max value of 120mT

is chosen. Based on the calculated AP value, an EE 80/38/20 core is selected. Based on the

design, a transformer with 32 turns, each on the primary and secondary sides is required.
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Figure 14. ac-ac DAB hardware setup

At a switching frequency of 30 kHz, the skin depth for copper conductors is 376 µm.

To eliminate the skin and proximity effects, the radius of the selected wire should be smaller

than the skin depth. Hence, AWG 25 magnet wire that has a radius of 227.5 µm is selected.

To meet the desired current level, 19 strands of this wire are used to make a litz wire bundle.

The constructed transformer is shown in Figure 14.

4.2. CORE LOSSES

The expression for core losses in a transformer is given by

𝑃core = 𝑘 𝑓 𝑥𝑠𝑤Δ𝐵𝑦 (30)

where 𝑘, 𝑥, 𝑦 are material constants, and Δ𝐵 is half of the flux excursion in the BH excitation

loop. The core losses in ac-ac flux waveform shown in Figure 13a are compared with a

triangle wave signal of same peak magnitude as seen in a classic dc-dc phase shifted DAB

converter. To compare both signals, Root Mean Index (RM𝑦) for 𝑦 ∈ R+ is used. The RM𝑦
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for an arbitrary periodic waveform 𝑟(𝑡) is given by

𝑅RM𝑦 = 𝑦

√︄
1
𝑇

∫𝑇
0
| 𝑟(𝑡) |𝑦 𝑑𝑡 (31)

The Δ𝐵
𝑦

RM𝑦
for a P-type material from [22] core with 𝑦 = 2.62 is calculated for the

ac-ac flux waveform and a dc-dc flux waveform, and the former was about 2.22 times lower

than the latter. Therefore the core losses in the ac-ac DAB converter will be much lower

than an ac-dc-dc-ac counterpart.

(a) 𝐿lk at different interwinding gaps. (b) Magnetic energy density (J/m3) plots for the
inside window (left) and outside window (right)

planes of the transformer.

Figure 15. Integrated leakage inductance design using FEM based Double 2D Model in
COMSOL multiphysics software

4.3. INTEGRATED LEAKAGE INDUCTANCE DESIGN

A 10 µH of 𝐿DAB is desired in this work. This inductance is integrated as the leakage

inductance (𝐿lk) of the transformer. The transformer designed earlier has 32 turns on both

the primary and secondary sides. The turns on either side are split into two layers of 16 turns

each, which occupy the entire winding height.
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In order to achieve the desired 𝐿lk value, the transformer windings are designed in

COMSOL Multiphysics using the Double-2-D model [23]. Two degrees of freedom can be

availed for controlling the 𝐿lk: the interlayer gap and the interwinding gap. The interwinding

gap offers the scope for larger adjustments in 𝐿lk than the interlayer gap [23]. As such, the

interlayer gap is fixed at 0.2 mm while the interwinding gap is swept between 0.3 mm-1 mm.

Figure 15a plots the leakage inductance 𝐿lk for different interwinding gaps, which shows

that a gap of 0.7 mm is required to meet the 10 µH of 𝐿lk. Figure 15b shows the surface

plots of the magnetic energy density across the inside window and outside window planes of

the transformer for the selected gap of 0.7 mm.

5. HARDWARE IMPLEMENTATION

The hardware setup of the ac-ac DAB converter is shown in Figure 14. The primary

and secondary bridges are comprised of 650 V 46 A N-channel MOSFETs driven by isolated

optocoupler gate drivers. Two variable ac autotransformers (variacs) are used to energize the

two sides of the ac-ac DAB converter. Both ac voltages are set to be in the same voltage and

phase 𝑉𝛼 𝛾. A TMS320F28377S Digital Signal Processor (DSP) controls the switches and

the phase between the bridges. The DSP is also responsible for computing the phase angles

required in different instances and enforcing the soft-switching behaviors. A hall-effect

voltage sensor based on an LV 25-P sensor is connected to one ac voltage to extract the

phase, frequency, and RMS information for use in the various algorithms running on the

DSP. A hall-effect current sensor based on an LTS 25-NP is connected to Leg1 as shown

in Figure 4 to capture the sign of the current for soft-switching decisions. Two 1.5 µF film

capacitors 𝐶1 and 𝐶2 are connected on either side of the ac-ac DAB to act as filters.
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Figure 16. Hardware diagram for open loop control of ac-ac DAB.

Table 4. Simulation Parameters
Parameter Value
Input Voltage 30 V
Output Voltage 30 V
Leakage Inductance 10 µH
Switching Frequency 30 kHz

5.1. POWER WAVEFORMS

A block diagram for power control is shown in Figure 16. The diagram shows the

two ac sources on either side of the ac-ac DAB and various algorithms running inside the

DSP. A Second Order Generalized Integrator (SOGI) Phase Locked Loop (PLL) [24] is

used to extract the phase, frequency, and RMS information from the input grid. The grid

voltage and leakage inductor current data are handed over to the soft-switching algorithm

to enable the edge sequence decisions. The RMS value and phase information computed

by the SOGI algorithm are handed off to the phase computation block. The 2𝜔0𝑡 data is

extracted from the SOGI PLL data by wrapping the phase value between −𝜋/2 and 𝜋/2 as

shown in Figure 16. Additionally, the PLL is synchronized to the quadrature component of

the input grid waveform to fix the 2𝜔0𝑡 value.

The power flow performance for positive and negative active power flow demands

are shown in Figures 17a and 17b, respectively. The active power flow expressions (25) and

(26) are used to compute the phase angle required to transfer the required power flow.
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(a) Active power flow from ac voltage-1 to ac
voltage-2.

(b) Active power flow from ac voltage-2 to ac
voltage-1.

Figure 17. Active power flow mechanism in ac-ac DAB converter

For a reactive power flow scenario, the 2𝜔0𝑡 signal computed by the SOGI PLL

is used to compute the phase angle (22)-(23). Figures 18a, 18b demonstrate ac voltage-1

consuming reactive power and producing reactive power respectively while consuming active

power from ac voltage-2.

5.2. SOFT-SWITCHING PERFORMANCE

In order to demonstrate the efficacy of the soft-switching behaviors of the proposed

soft-switching algorithm in Section 3, the ZVS characteristics of the last MOSFET are

demonstrated. For ABCD and BADC sequences pertaining to 𝜙 > 0 and 𝜙 < 0 cases,

respectively, the last MOSFET undergoes ZVS turn ON. In order to control the rise and

settling times of the snubber circuit, a 90 nF capacitor 𝐶𝑠 and 25Ω resistor 𝑅𝑠 are used

across each bidirectional switch.

Figure 19a shows the ZVS turn-on characteristic of S4N MOSFET for an S1-S4

transition for positive phase shift (ABCD sequence). The voltage of the grid is negative, and

𝑖DAB is negative at the instant of switching. Table 2 shows that for positive current sensed

at point C leads to a negative current at the S1-S4 transition. Looking up the switching
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(a) ac voltage-1 consuming active power and
reactive power from ac voltage-2.

(b) ac voltage-1 consuming active power from
ac voltage-2 and delivering reactive power to ac
voltage-2.

Figure 18. Combined reactive and active power flow waveforms in ac-ac DAB converter

(a) ZVS turn ON characteristic of S4N MOSFET
for S1-S4 transition for 𝜙 > 0 when 𝑉 < 0,
𝐼DAB < 0 at the switching instance

(b) ZVS turn ON characteristic of S4P MOSFET
for S1-S4 transition for 𝜙 > 0 when 𝑉 > 0,
𝐼DAB > 0 at the switching instance

Figure 19. Soft switching demonstration for various conditions in ac-ac DAB converter
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Figure 20. ZVS turn ON characteristic of S4P MOSFET for S1-S4 transition for 𝜙 < 0
when 𝑉 > 0, 𝐼DAB > 0 at the switching instance

sequence from Table 3 shows that the transition is an FSS sequence. The MOSFET’s

drain-source voltage 𝑣𝑑𝑠 reaches zero well before the gate-source voltage 𝑣𝑔𝑠 command of

the MOSFET goes high.

A similar situation is observed for the S4P MOSFET as shown in Figure 19b where

the grid voltage is positive. The current is negative at the decision instance at C for the

ABCD sequence, leading to a positive current at the instant of switching, leading again to

an FSS sequence. Lastly, a BADC sequence is demonstrated where the S4P MOSFET’s

ZVS turn-on characteristic is shown in Figure 20 for positive voltage and positive current at

decision instance at D, leading to a positive current at the switching instance. Again, the

DSP is found to correctly make the switching decision to switch the MOSFETs in the correct

sequence, demonstrating the correctness of the soft-switching algorithm

6. CONCLUSIONS

This work provides a comprehensive analysis for calculating the phase angles of

an ac-ac DAB when it is operated for both active and reactive power flows. The choice

of DAB inductance and the switching frequency is a critical design parameter in sizing

the power transferability of the DAB. A mathematical design relationship is formulated to

maximize the instantaneous power transfer capability of the DAB for the requested design
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specifications. When compared to an ac-dc-dc-ac SST topology, this particular topology

shows the pure advantage of soft-switching in almost all the switches, thereby leading

to very high efficiency. It is found that the critical parameters to identify the switching

mechanism are the signs of the leakage inductor current, applied grid voltage, and the phase

shift at the instant of switching. Look-up tables derived herein are used by the processor to

decide the switching order in each Leg of the DAB to achieve full or partial soft-switching.

Finally, a flow chart is provided to systematically look up the data in the given switching

tables and realize the switching algorithm in embedded hardware. To account for time

criticality, ISR-based implementation is built around the algorithm to ensure adherence to

real-time constraints in acquiring the data and enforcing the switching compare actions. A

high-frequency transformer with integrated leakage inductance is designed to account for

the DAB inductance. It is also shown that the core losses in the ac-ac transformer are much

lower than in the ac-dc-dc-ac case. Finally, a hardware prototype is constructed for the ac-ac

DAB topology, and the phase calculation and soft-switching algorithms are implemented

to demonstrate the power flow capability and the validity of the proposed soft-switching

algorithm.
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ABSTRACT

The Generalized Averaged Modeling (GAM) technique is traditionally employed to

capture the dynamic performance of power electronic converters. This paper proposes an

improved version of it, named the Extended-GAM (EGAM) technique, which supports the

multiplication of two Double Fourier Series (DFS) signals in the time domain. Multiplication

of DFS signals in the time domain translates to the 2D-convolution of coefficients of the DFS

terms of their equivalent Discrete Fourier Image (DFI) representations. Thus, the proposed

EGAM technique, capable of capturing many harmonics present in the output of a power

converter, effectively captures the dynamic behavior of power converters excited by two

distinct frequencies. The proposed technique is then converted into an algorithm suitable

for numerical platforms, which typically use Ordinary Differential Equation (ODE) solvers.

The proposed algorithm is validated based on the observations of the effects of harmonic

truncation. The efficacy of the proposed technique is assessed through a case study, wherein

a single-phase inverter employs LC filters on both the dc-link and the ac-side. Finally, it is

shown that the results obtained with the proposed method show an excellent congruence

between simulation and hardware experimental models. Additionally, the proposed algorithm

is packaged into a MATLAB toolbox and shared for future implementations.
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1. INTRODUCTION

The Generalized Averaged Modeling (GAM) technique is instrumental in systems

where Small Ripple Approximation (SRA) may not be applied, such as series-resonant

converters, three-phase inverters, Dual Active Bridge (DAB) converters. Modeling poses

difficulties, as the SRA about an operating point cannot be applied to such systems. The idea

of GAM is first presented in [1], where selective frequencies for modeling various power

electronic converters and operators over a state variable expressed as Fourier coefficients

were presented. GAM is applied to a dc-dc converter, and its frequency-dependent structure

is described [1, 2, 3]. The product of two Fourier coefficients for the dc and fundamental

terms is shown [1, 2]. These product terms are directly used in subsequent works using GAM

treatment on DABs [4, 5, 6, 7], series resonant converters [8], Modular Multilevel Converter

(MMC) [9, 10], and microgrids [11]. Of late, GAM is also being referred to as the Dynamic

Phasor Modeling (DPM) technique as described in the works on inverter modeling studies

[12, 13, 14], and diode bridge rectifiers [15]. GAM was also shown to model and describe

the stability behavior of inverter-based microgrids by eigenvalue analysis [16] for imbalance

conditions and advanced droop control techniques [17]. It is shown in [18] that, unlike

other models, the GAM technique can capture multi-frequency dynamics in conventional

dc-dc converters. A dimension in the context of this work refers to an excitation frequency.

Therefore, a GAM technique using a single frequency is called uni-dimensional GAM.

The necessity for including two excitation frequencies must be concretely set to

realize the motivation for this work. Figure 1 shows models of increasing complexity,

introduced alongside exemplary topologies, connecting each increase in model complexity

to a different specific modeling requirement. A buck converter is shown in Figure 1(a).

This converter is assumed to have the ripple value Δ𝑥 in its state variables that is much

smaller than the dc component 𝑥dc (i.e., Δ𝑥 ≪ 𝑥dc). Therefore, State Space Averaging (SSA)

technique has traditionally been applied to capture the dynamics of the inductor current and
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Figure 1. Various power converters: (a) a buck converter with single switching frequency;
SSA applicable, (b) a DAB converter with single switching frequency; SSA not applicable,
(c) an inverter with SPWM with two distinct frequencies of excitation, (d) an inverter with

input LC filter, with two distinct frequencies of excitation

the capacitor voltage. The SSA technique cannot be used where switching level dynamics

cannot be ignored. The GAM technique is effective in such an application space, which

captures the switching level dynamics [2].

As a next example, a Dual Active Bridge (DAB) converter is shown in Figure 1(b).

In this situation, the SSA fails to capture the inductor dynamics as the inductor current

waveform (shown in the figure) has a zero dc value and a highly dominant switching frequency

component (thus SRA fails too). Therefore, the GAM technique is needed to model the

behavior of the leakage inductance dynamics of DAB [4, 19].

A single frequency of excitation is considered in the works described thus far. These

frameworks are extended to the second dimension in the works described in the following

paragraphs. Inverters and ac-ac converters [20, 21, 22] have two excitation frequencies,

namely, the switching frequency and the modulation frequency. In such a scenario, a
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uni-dimensional GAM framework cannot support capturing the two frequency components

in the system. For example, a single-phase inverter schematic is shown in Figure 1(c). The

modulation and switching frequencies are injected into the inverter via the switching signals,

and the inverter fabricates the modulation frequency and the subsequent odd harmonics.

The switching ripple rides on top of this signal as well. Therefore, the inverter’s dynamic

model has four frequency categories: the dc, switching frequency, modulation frequency,

and sideband components. To facilitate the capturing of these components, two frequencies

are to be considered in the two-dimensional GAM (2D-GAM) framework [23, 24, 25, 26].

Although the extension to the second dimension was made in the 2D-GAM

framework[23, 16], it can be difficult to model all converter classes with two excita-

tion frequencies with the existing literature. An inverter with an LC filter on the dc side is

shown in Figure 1(d) as an example topology. The state variables on the ac side have dc,

modulation, and switching components that can be modeled in 2D-GAM. However, the dc

side of the inverter possesses the dc, even order modulation harmonics, and the switching

components. The Sine Pulse Width Modulation (SPWM) results in the spectral components

shown in Figure 2. The spectrum has three types of components: modulation frequency

harmonics (𝑝 𝑓 ), switching frequency harmonics (𝑟 𝑓 ), and sideband components (𝑟 𝑓 + 𝑝 𝑓 )

where 𝑝 ∈ Z, and 𝑟 ∈ W. The magnitude of the switching signal is zero at modulation

frequency harmonics above the fundamental, which makes them difficult to be considered

in 2D-GAM. This paper proposes a novel 2D convolution-based Extended GAM (EGAM)

framework, as harmonic components do not naturally manifest in the 2D-GAM framework,

and it is difficult to keep track of the manifestations. The proposed framework accounts for

the dynamics at the initially considered frequencies and newly manifesting frequencies of

the system. Therefore, the main contributions of this work are to develop:

1. A consistent framework for handling the Single Fourier Series (SFS) or Double Fourier

Series (DFS) products
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Figure 2. Spectral components in SPWM switching waveform

2. An algorithm for handling 2D convolutions in frequency plane to enable EGAM in

numerical ODE solvers

This article is organized as follows: a review of the conventional GAM technique

is first presented in Section 2. The idea of Discrete Fourier Images (DFI) is presented in

Section 3, succeeded by the Extended GAM modeling technique. The properties of harmonic

truncation (a consequence of EGAM) are explored in Section 4. Hardware results for an

example single phase inverter in Section 5 are presented to test the model’s efficacy, and the

results are analyzed.

2. REVIEW OF GAM

In conventional GAM, the time-dependent state variables are transformed to the

Fourier coefficients written as Single Fourier Series (SFS) expansions; that is, a periodic

signal 𝑥(𝑡) in the time domain can be written as

𝑥(𝑡) =
+∞∑︁
𝑘=−∞

𝑥𝑘𝑒
𝑗 𝑘𝜔0𝑡 (1)

C(𝑡) =
[
1 cos (�̄�𝑡) sin (�̄�𝑡) · · · cos (𝑛�̄�𝑡) sin (𝑛�̄�𝑡)

]
(2)

𝑥(𝑡) = C(𝑡) · x⊺
𝑘

(3)
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where x𝑘 is the vector of Fourier coefficients

x𝑘 =
[
𝑥0 𝑥1𝑐 𝑥1𝑠 · · · 𝑥𝑛𝑐 𝑥𝑛𝑠

]
(4)

With these base relationships, the framework can be extended for other operators [1, 2, 24]

given by

𝑑

𝑑𝑡
⟨𝑥⟩𝑘 (𝑡) =

〈
𝑑

𝑑𝑡
𝑥

〉
𝑘

(𝑡) − 𝑗 𝑘𝜔0⟨𝑥⟩𝑘 (𝑡) (5)

⟨𝑥𝑦⟩𝑘 =
∞∑︁

𝑖=−∞
⟨𝑥⟩𝑘−𝑖 ⟨𝑦⟩𝑖 (6)

the operator ⟨•⟩𝑘 represents the 𝑘 th harmonic Fourier coefficient of a time domain

signal and (6) is a discrete 1D convolution [27].

If the system of interest has two distinct excitation frequencies, namely 𝜔1, 𝜔2, the

state variable 𝑥(𝑡) in the time domain is represented using DFS given by

𝑥(𝑡) =
∑︁

𝑝∈Z,𝑟∈W
x𝑝,𝑟𝑒𝑖(𝑝𝜔1𝑡+𝑟𝜔2𝑡) (7)

then it can be converted to the vector containing the Fourier coefficients for a finite number

of harmonics as

x =
[
x0,0 x1,0𝑐 x1,0𝑠 · · · x0,1𝑐 x0,1𝑠 · · · x𝑝,𝑟𝑐 x𝑝,𝑟𝑠

]
(8)

where, x𝑝,0𝑐, x𝑝,0𝑠 belong to the Fourier coefficients of the harmonics of 𝜔1; x0,𝑟𝑐,

x0,𝑟𝑠 belong to coefficients of the harmonics of 𝜔2, and x𝑝,𝑟𝑐, x𝑝,𝑟𝑠 belong to coefficients of

the harmonics of 𝑝𝜔1 + 𝑟𝜔2 components. The subscripts 𝑐 and 𝑠 correspond to the cos and

sin terms of the DFS expansion in rectangular form.
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In order to extend the GAM framework to 2D-GAM, (5) is rewritten as

𝑑𝑥(𝑡)
𝑑𝑡

= C(𝑡)
(
𝑑x
𝑑𝑡

+ Tx
)

(9)

where the DFS coefficients of the expansion are stored in the state variable x (8) and the

matrix T stores the frequency information at the state variable x𝑝,𝑟 . Therefore, T is the

matrix version of the second term of GAM (5) given by

T(2𝑘,2𝑘+1) = (m𝑘+1𝜔1 + n𝑘+1𝜔2) (10)

T(2𝑘+1,2𝑘) = −(m𝑘+1𝜔1 + n𝑘+1𝜔2) (11)

where 𝑘 ∈ N𝑂 , indexes the vectors m ∈ Z𝑂+1 ,and n ∈ W𝑂+1. Dimensionally, T is a

(2𝑂 + 1) × (2𝑂 + 1) sparse matrix [23]. 𝑂 is the total number of distinct frequencies and

harmonic combinations considered, excluding the dc term and 𝑘 ∈ {1, 2, · · ·𝑂}. Vectors m

and n have an order of one more than the distinct frequencies (𝑂) to account for the dc term,

which is always the first entry from an indexing viewpoint. With these base equations, a

first-order differential equation of the form

𝑑𝑥(𝑡)
𝑑𝑡

= 𝑎𝑥(𝑡) + 𝑏𝑦(𝑡) (12)

can be rewritten in the Fourier coefficients and using (3)

〈
𝑑𝑥(𝑡)
𝑑𝑡

〉
= 𝑎⟨𝑥(𝑡)⟩ + 𝑏⟨𝑦(𝑡)⟩ (13)

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏y (14)
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where x, y are Fourier coefficient vectors at the same frequencies. Applying the same

procedure on a more complicated base first-order ordinary differential equation

𝑑𝑥(𝑡)
𝑑𝑡

= 𝑎𝑥(𝑡) + 𝑏𝑥(𝑡)𝑦(𝑡) (15)

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏(x ∗ y[ℓ]) (16)

Eq. (16) can then be expanded for the desired number of harmonics (by writing for

each harmonic order, ℓ ∈ (1, 2, · · · , 𝑂)) to finally give

𝑑

𝑑𝑡



𝑥0

𝑥1𝑐

𝑥1𝑠
...

𝑥𝑙𝑐

𝑥𝑙𝑠



=



𝑎 0 0 0 · · · 0

0 𝑎 −𝜔1 0 · · · 0

0 𝜔1 𝑎 0 · · · 0
...

...
...

. . .
...

...

0 0 0 0 𝑎 −𝜔𝑙

0 0 0 0 𝜔𝑙 𝑎





𝑥0

𝑥1𝑐

𝑥1𝑠
...

𝑥𝑙𝑐

𝑥𝑙𝑠



+ 𝑏



∑∞
𝑢=−∞ 𝑥[𝑢]𝑦[−𝑢]

ℜ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[1 − 𝑢]
}

ℑ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[1 − 𝑢]
}

...

ℜ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[𝑙 − 𝑢]
}

ℑ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[𝑙 − 𝑢]
}



(17)

In (15), the product of two SFS terms, 𝑥(𝑡)𝑦(𝑡), translated to 1D discrete convolution

on the frequency plane for the Fourier coefficient vectors x, y [1, 28, 2, 26, 25]. The

translation from the time domain to the frequency domain for the multiplication of two terms

expressed as DFS is not reported in the literature. Although [26] considered a three-phase

inverter with an input LC filter, the article only considers the existing spectral components

in the SPWM waveform and does not accommodate newly manifesting harmonics. Also,

[29] notes that the multiplication of two DFS terms must be considered in the future and

points out that the authors did not view the product terms in their work. This crucial result is

needed to accurately capture the dynamic performance of many power electronic converters,

where a switching term multiplies over a state variable, as in the case of an inverter with an

LC filter on the dc side. Although more recent work in microgrids [16] considers dc filter
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Figure 3. Two dimensional DFI signal representation

dynamics, it does not explain how similar relationships are derived for other harmonics in an

organized way. The following section discusses the process of handling the product of two

DFS terms and lays the foundation for EGAM.

3. EXTENDED GAM WITH DISCRETE FOURIER IMAGES

In a one-dimensional case, the product of two state vectors consisting of coefficients

in the time domain will imply convolution in the frequency domain [27], a direct consequence

of the convolution theorem. A corollary can be stated in this regard,

Corollary The product of two sinusoidal signals of the same period produces a waveform

with Fourier coefficients matching the discrete convolution of the original signals in the

frequency domain.
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Most works listed so far only consider a select number of terms to compute the product

terms while neglecting the others. When multiple fundamental frequencies of operation

are considered, as in an inverter, the convolution operator becomes very complicated, and a

concrete methodical way of resolving the products must be devised.

To handle the product terms, a two-dimensional extension can be made to the already

existing Corollary 3.1 and can be restated as,

Corollary The product of two sinusoidal signals, with two distinct periods, produces a

waveform with Fourier coefficients matching the two-dimensional discrete convolution of the

original signals in the frequency domain.

Based on corollary 3.2, the frequency component vectors must be convolved over

two dimensions to obtain the resulting component vector. However, the Fourier vector must

be transformed to a discrete frequency plane, where the Fourier components must be placed

before the 2D convolution is applied. Proof for Corollary 3.2 is provided in Appendix 3. The

following subsections describe a methodical way to place and keep track of new harmonics

when there are two distinct excitation frequencies.

3.1. DISCRETE FOURIER IMAGE SIGNAL

The vector x (8) can be separated into two new vectors consisting of the coefficients

of 𝑐 and 𝑠 subscripts to give

a =
[
𝑥0,0 𝑥1,0𝑐 · · · 𝑥0,1𝑐 · · · 𝑥𝑝,𝑟𝑐

]
b =

[
0 𝑥1,0𝑠 · · · 𝑥0,1𝑠 · · · 𝑥𝑝,𝑟𝑠

] (18)

where the dc term is accounted into the 𝑐 vector term and the corresponding value

in b is left to zero. The vectors (18) can then be converted to complex notation for each

harmonic index given using the transformation
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𝛼𝑝,𝑟 =


𝑎0, for 𝑝 = 0, 𝑟 = 0

1
2 (𝑎𝑔 − i𝑏𝑔), otherwise

𝛼∗(𝑝,𝑟) =
1
2

(𝑎𝑔 + i𝑏𝑔)

(19)

The subscripts of each element of a, b (𝑥•,•) indexed by 𝑔 ∈ N get carried over

to the subscripts of 𝛼•,•, and 𝛼∗•,•. The calculated components can then be placed on an

image space to represent a 2D signal corresponding to the Fourier coefficients at the discrete

instances of the harmonic numbers as shown in Figure 3. As the two frequencies of the

signal are distinct, each Fourier coefficient can be placed in a distinct location on the 2D

image plane formed by 𝜔1 and 𝜔2 axes. This forms the basis for the rest of the discussion in

this article.

A matrix can then be generated based on Figure 3 and is given by

F =



𝛼−𝑝,𝑟 · · · 𝛼−1,𝑟 𝛼0,𝑟 𝛼1,𝑟 · · · 𝛼𝑝,𝑟

...
. . .

. . .
... . .

.
. .
. ...

𝛼−𝑝,1
. . . 𝛼−1,1 𝛼0,1 𝛼1,1 . .

.
𝛼𝑝,1

𝛼∗
𝑝,0 · · · 𝛼∗1,0 𝛼0,0 𝛼1,0 · · · 𝛼𝑝,0

𝛼∗
𝑝,1 . .

.
𝛼∗1,1 𝛼∗0,1 𝛼∗−1,1

. . . 𝛼∗−𝑝,1
... . .

.
. .
. ...

. . .
. . .

...

𝛼∗𝑝,𝑟 · · · 𝛼∗1,𝑟 𝛼∗0,𝑟 𝛼∗−1,𝑟 · · · 𝛼∗−𝑝,𝑟



(20)

where F is referred to as the Discrete Fourier Image (DFI) [30] of Fourier coefficient

vector x. The DFI has nine regions, differentiated by different symbols, as seen in the

DFI image shown in Figure 3. A legend for each symbol corresponding to each harmonic

component with their 𝑝 and 𝑟 axis values is given in Table 1
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Now, using Corollary 3.2, two Fourier coefficient vectors x, and y can be 2D

convolved to get a larger matrix. These relations are mathematically given by

𝑥(𝑡) F←→ x DFI←−−→ Fx (21)

𝑦(𝑡) F←→ y DFI←−−→ Fy (22)

𝑧(𝑡) F←→ z DFI←−−→ Fz (23)

𝑧(𝑡) = 𝑥(𝑡)𝑦(𝑡) DFI←−−→ Fz = Fx ∗ ∗ Fy (24)

where F is the Fourier series coefficient extraction operation from the time domain signal

•(𝑡). The resulting matrix F𝑧 is converted back to the vector z by using the transformation

ℎ𝑔 =


𝛼0,0, for 𝑝 = 0, 𝑟 = 0

𝛼𝑝,𝑟 + 𝛼∗𝑝,𝑟 otherwise

𝑠𝑔 = i(𝛼𝑝,𝑟 − 𝛼∗𝑝,𝑟)

(25)

The resulting values are populated in h, s and redistributed in the proper harmonic

order as that of (8) to form the vector z, which is the resulting vector of the 2D convolution.

Before proceeding with the subsequent sections, an essential distinction between

convolution operators should be made. The 2D convolution and Corollary 3.2 are applied

when the vector is converted to DFI as shown in Figure 3. Therefore, to simplify the notation,

for vectors x, and y, a new notation x ★O ★O y is defined to mean z, which is converted using

(25) on Fx ∗ ∗ Fy. That is, ★O ★O represents the complete process of rectangular to complex

DFI to double convolution and back to rectangular form.

For systems excited by two different base fundamental frequencies, such as in the

case of an inverter, the vector x is extended to capture multiple baseband harmonics and the

sidebands harmonics by their respective DFS expansions. However, in [23, 24], the expansion
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Table 1. Legend for DFI components in Figure 3

Component Axis Symbol

dc component 𝑝 = 0; 𝑟 =
0

𝜔1 harmonics 𝑝 ∈ Z+; 𝑟 =
0

𝜔2 harmonics 𝑝 = 0; 𝑟 ∈
Z+

𝜔1, 𝜔2 sidebands 𝑝 ∈ Z+; 𝑟 ∈
Z+

−𝜔1, 𝜔2 sidebands 𝑝 ∈ Z−; 𝑟 ∈
Z+

𝜔1 harmonics’ conjugates 𝑝 ∈ Z+; 𝑟 =
0

𝜔2 harmonics’ conjugates 𝑝 = 0; 𝑟 ∈
Z+

𝜔1, 𝜔2 sidebands’ conjugates 𝑝 ∈ Z+; 𝑟 ∈
Z+

−𝜔1, 𝜔2 sidebands’ conjugates 𝑝 ∈ Z−; 𝑟 ∈
Z+

for the product of two state vectors written as DFS is not provided as indicated earlier in

Section 2. Also, the authors make simplifying assumptions to avoid the multiplication

terms by neglecting state variables that multiply with a switching term by choosing simpler

topologies. In [26, 25], however, the dc side filters in the inverter are modeled. The authors

consider only a few harmonics in their 2D-GAM model and do not consider even harmonics

of the modulation signal.

Referring back to (15), and assuming 𝑥(𝑡) and 𝑦(𝑡) to be DFS expansions instead of

SFS, (16) can be expanded into the second dimension by

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏(x ★O ★O y) (26)
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Table 2. EGAM operations set
Operation Time Domain Frequency Domain

Scalar Product 𝑎𝑥(𝑡) 𝑎x
Summation 𝑥(𝑡) + 𝑦(𝑡) x + y

Differentiation 𝑑𝑥(𝑡)
𝑑𝑡

(
𝑑x
𝑑𝑡

+ Tx
)

Multiplication 𝑥(𝑡)𝑦(𝑡) x ★O ★Oy

This completes the EGAM formulation that is capable of handling DFS products. A

complete set of the time domain to EGAM translations is shown in Table 2 for clarity. The

following subsection shows an algorithm for handling DFS products in Ordinary Differential

Equation (ODE) solvers for making EGAM implementable with the MATLAB simulation

software package.

3.2. CONVOLUTION ALGORITHM FOR ODE SOLVERS

An algorithm is proposed for computing the 2D convolution of the Fourier image

signals in each processing cycle of a numerical ODE solver.

A step-by-step process for the DFI convolution algorithm is shown in Figure 4. In

the first step, the vectors x and y are first imported from the ODE process call. The imported

vectors are then split into real and imaginary component vectors shown by the subscripts

R, I in the second step. The split vectors are transformed into the corresponding DFI in

the third step. In the fourth step, the 2D convolution operator is applied to the two DFIs,

and the resultant DFI is shown. The size of the resulting matrix is larger than both of the

individual input matrices. Therefore, to restrict the length of the resultant vector, the new

harmonics cropping up are neglected in the fifth step to prevent the growth of vectors as the

ODE solver progresses. This method of ignoring harmonic components beyond the allowed

size of the input vectors is referred to as harmonic truncation. The effects of making the

harmonic truncation approximation will be studied in further detail in the next section. The

truncated DFI is transformed into the real and imaginary component vectors, merged into
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Figure 4. Proposed convolution algorithm for resolving 𝑧 = x ★O ★O y in an ODE solver

one contiguous vector in the last step, and handed over to the ODE process. A MATLAB

toolbox is developed for systematically performing the 2D convolution computations and is

shared publicly as a GitHub project in Appendix 1.6 to aid future implementations.

4. HARMONIC TRUNCATION

When two DFI signals are convolved, the size of the resulting DFI (Fz) increases

indicating the evolution of new harmonic components. However, if the size of the DFI

increases, it will also increase the resulting Fourier coefficient vector length and will impose

further requirements on the memory allocation aspects in the ODE solver front. To alleviate

this issue, harmonic truncation is necessary to restrict the growth of the size of the Fz matrix.
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Figure 5. Detrimental effects of harmonic truncation; 𝑝 axis restricted to fundamental
harmonic

However, the harmonic truncation approximation may not be a viable technique always as it

depends on the relative scales of amplitudes of the DFI signals. Two examples are provided

in this section: one where the process of harmonic truncation shows a detrimental behavior

and the other where it is a reasonable approximation.

4.1. DETRIMENTAL EFFECTS OF HARMONIC TRUNCATION

Consider 𝑥(𝑡) and 𝑦(𝑡) to be two input signals as functions of 𝜔1 and 𝜔2, given by

𝑥(𝑡) = 150 cos(𝜔1𝑡) − 1.5 cos(𝜔2𝑡) + 2.5 cos (𝜔1𝑡 + 𝜔2𝑡)

+ 10 cos (−𝜔1𝑡 + 𝜔2𝑡) − 1.75 sin (−𝜔1𝑡 + 𝜔2𝑡) (27)

𝑦(𝑡) = 150 cos(𝜔1𝑡) + 1.5 sin(𝜔2𝑡) − 1.5 sin (𝜔1𝑡 + 𝜔2𝑡) + 0.75 sin (−𝜔1𝑡 + 𝜔2𝑡) (28)
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Figure 6. Good approximation by harmonic truncation; 𝑝 axis restricted to fundamental
harmonic

Figure 5 shows the two input signals described in (27) and (28) and the actual product

𝑧(𝑡) = 𝑥(𝑡)𝑦(𝑡). Also shown are the truncated and un-truncated time domain reconstructions

of the two DFI signals represented by Fz𝑡𝑟 = (Fx ∗ ∗ Fy)𝑡𝑟 and Fz = Fx ∗ ∗ Fy respectively.

The two signals (27), (28) have a dominant 𝜔1 component, and their product will have a

dominant 2𝜔1 component. To capture the second-order components, the DFI needs to be

extended by an extra harmonic order on the 𝑝 (𝜔1) axis, which is one order higher than the

original sizes of the input DFIs Fx, and Fy. If this harmonic order extension is not done, the

crucial 2𝜔1 feature of the resulting product signal 𝑧(𝑡)𝑡𝑟 will be lost and the truncated 2D

convolution of the DFI leads to a drastically different result when compared to the case where

the 2𝜔1 components are considered (as indicated by the untruncated DFI reconstruction in

Figure 5).



55

4.2. GOOD HARMONIC TRUNCATION

In this example, two signals are again selected, where the first operator 𝑥(𝑡) is the

same as in (27). But 𝑦(𝑡) is replaced with

𝑦(𝑡) = 0.01 cos(𝜔1𝑡) + 0.7 cos(𝜔2𝑡) + 0.1 cos (𝜔1𝑡 + 𝜔2𝑡) + 0.1 cos (−𝜔1𝑡 + 𝜔2𝑡) (29)

Figure 6 shows the two input signals described in (27) and (29) and the actual product

𝑧(𝑡) = 𝑥(𝑡)𝑦(𝑡). This case however shows a close match between 𝑧(𝑡) and the reconstructions

of Fz, and Fz𝑡𝑟 DFIs. The close match is attributed to non-dominant 2𝜔1 components due to

the high order difference between the Fourier coefficients of the 𝜔1 components of 𝑥(𝑡) and

𝑦(𝑡).

This shows that essential features of the product signals can be lost if dominant

harmonics lie outside the region of harmonic order approximation. Therefore, the system

designer must know the entire range of dominant harmonics before deciding on the truncation

region in EGAM. If dominant harmonics are neglected, the dynamic behavior of the model

will be significantly different from the actual detailed/hardware model.

5. EXPERIMENTAL VALIDATION

A single-phase inverter is used to test the validity of the DFI convolution algorithm.

A schematic of the inverter is shown in Figure 7. The inverter has an input LC filter to filter

the input current ripple and an LC-filtered output for the load resistance 𝑅. The input filter

has an inductor 𝐿1, capacitor 𝐶1, and the output filter has an inductor 𝐿2, capacitor 𝐶2. The

series resistance of both the filter inductors, 𝑅𝐿 , is assumed to be the same.
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Figure 7. Single phase inverter

5.1. FORMATION OF EGAM MODEL FOR SINGLE-PHASE INVERTER

Based on the schematic, four state equations can be written for the converter in the

time domain for the dynamic elements 𝐿1, 𝐶1, 𝐿2, and 𝐶2 having state variables 𝑖𝐿1 , 𝑣𝐶1 , 𝑖𝐿2 ,

and 𝑣𝐶2 which are given by

𝑑𝑖𝐿1(𝑡)
𝑑𝑡

= −𝑅𝐿
𝐿1
𝑖𝐿1(𝑡) −

𝑣𝐶1(𝑡)
𝐿1

+
𝑉𝑖𝑛

𝐿1
𝑑𝑣𝐶1(𝑡)
𝑑𝑡

=
𝑖𝐿1(𝑡)
𝐶1
−
𝑖𝐿2(𝑡)
𝐶1

(𝑞+(𝑡) − 𝑞−(𝑡))

𝑑𝑖𝐿2(𝑡)
𝑑𝑡

=
𝑣𝐶1(𝑡)
𝐿2

(𝑞+(𝑡) − 𝑞−(𝑡)) − 𝑅𝐿
𝐿2
𝑖𝐿2(𝑡) −

𝑣𝐶2(𝑡)
𝐿2

𝑑𝑣𝐶2(𝑡)
𝑑𝑡

=
𝑖𝐿2(𝑡)
𝐶2
−
𝑣𝐶2(𝑡)
𝑅𝐶2

(30)

In (30) 𝑞+(𝑡), and 𝑞−(𝑡) are the switching functions originating from the SPWM of

the H-bridge. In the switching expression, the symbols 𝑓 and 𝑓 represent the modulation

frequency and the switching frequency respectively. Similarly, the symbols, 𝑝, and 𝑟 denote

the harmonic indices of 𝑓 , and 𝑓 . The DFS expansion consists of the modulation frequency

and its harmonics (i.e., 𝑝 𝑓 ), switching frequency, and its harmonics (i.e., 𝑟 𝑓 ).

The DFS expansion for the SPWM signal is presented in (31), wherein the coefficients

𝑞𝑝,𝑟 are provided in [23], which are repeated in (32).

𝑞(𝑡) =
∑︁
𝑝,𝑟∈Z

𝑞𝑝,𝑟𝑒
𝑖(𝑝𝜔1𝑡+𝑟𝜔2𝑡) (31)
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𝑞0,0 =
1
2

𝑞1,0𝑐 =
1
2
𝑚1,0𝑐

𝑞1,0𝑠 =
1
2
𝑚1,0𝑠

𝑞𝑝,𝑟𝑐 =
2
𝑝𝜋

sin
(
𝜋(𝑝 + 𝑞)

2

)
𝐽𝑝(𝑦𝑟) cos (𝑝𝜙 + 𝑟𝜙)

𝑞𝑝,𝑟𝑠 = − 2
𝑝𝜋

sin
(
𝜋(𝑝 + 𝑞)

2

)
𝐽𝑝(𝑦𝑟) sin (𝑝𝜙 + 𝑟𝜙)

𝑦𝑥 =
𝑥𝜋

2

√︃
𝑚2

1,0𝑐 + 𝑚2
1,0𝑠

𝜙 = arg(𝑚1,0𝑐 − 𝑗𝑚1,0𝑠)

𝑚1,0 =
√︃
𝑚2

1,0𝑐 + 𝑚2
1,0𝑠

(32)

𝑞0,0, 𝑞1,0𝑐/𝑠 are the dc and modulation frequency components of the SPWM signal.

𝑚1,0𝑐, 𝑚1,0𝑠 are the cos and sin projections of the modulation index 𝑚1,0 along the angle

𝜙, which is the phase of the modulation signal. The cos and sin coefficients of switching

frequency and sideband components of the switching signal are computed in 𝑞𝑝,𝑟𝑐, and 𝑞𝑝,𝑟𝑠,

respectively. 𝐽•(•) is the Bessel function of the first kind.

Now, the time domain equations for the inverter system in (30) are rewritten in

the frequency domain using the already existing relation (9) for derivatives and the newly

proposed DFI convolution equation in (24) for products yield

𝑑i𝐿1

𝑑𝑡
= −

(
𝑅𝐿

𝐿1
I + T

)
i𝐿1 −

1
𝐿1

v𝐶1 +
𝑉𝑖𝑛

𝐿1
𝚪 (33)

𝑑v𝐶1

𝑑𝑡
=

1
𝐶1

i𝐿1 −
1
𝐶1

(2i𝐿2
★O ★O q+ − i𝐿2

★O ★O 𝚪) − Tv𝐶1 (34)

𝑑i𝐿2

𝑑𝑡
=

1
𝐿2

(2v𝐶1
★O ★O q+ − v𝐶1

★O ★O 𝚪) −
(
𝑅𝐿

𝐿2
I + T

)
i𝐿2 −

1
𝐿2

v𝐶2 (35)

𝑑v𝐶2

𝑑𝑡
=

i𝐿2

𝐶2
−

(
1
𝑅𝐶2

I + T
)

v𝐶2 (36)
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where 𝚪 =
[
1 0 0 · · · 0

]T
and I is the identity matrix. As the input voltage 𝑉𝑖𝑛 is dc, it

only operates over the dc terms. Also, the switching terms q+ and q− are complementary

and therefore, (q+ − q−) is replaced by (2q+ − 𝚪)[23].

As the inverter has both an input and an output filter, even harmonics of the modulation

frequency are also to be considered for accurately capturing the dynamics of 𝐿1 and 𝐶1. In

this work, one switching harmonic, and four modulation harmonics are considered, resulting

in the Fourier vectors for each state x.

x = [𝑥0,0, 𝑥1,0𝑐, 𝑥1,0𝑠 𝑥2,0𝑐, 𝑥2,0𝑠, 𝑥3,0𝑐, 𝑥3,0𝑠 𝑥4,0𝑐, 𝑥4,0𝑠

𝑥1,1𝑐, 𝑥1,1𝑠 𝑥−1,1𝑐, 𝑥−1,1𝑠 𝑥2,1𝑐, 𝑥2,1𝑠 𝑥−2,1𝑐, 𝑥−2,1𝑠

𝑥3,1𝑐, 𝑥3,1𝑠 𝑥−3,1𝑐, 𝑥−3,1𝑠 𝑥4,1𝑐, 𝑥4,1𝑠 𝑥−4,1𝑐, 𝑥−4,1𝑠]

The resulting DFI for the vector x turns out to be Fx given by

Fx =


𝛼−4,1 𝛼−3,1 𝛼−2,1 𝛼−1,1 𝛼0,1 𝛼1,1 𝛼2,1 𝛼3,1 𝛼4,1

𝛼∗4,0 𝛼∗3,0 𝛼∗2,0 𝛼∗1,0 𝛼0,0 𝛼1,0 𝛼2,0 𝛼3,0 𝛼4,0

𝛼∗4,1 𝛼∗3,1 𝛼∗2,1 𝛼∗1,1 𝛼∗0,1 𝛼∗−1,1 𝛼∗−2,1 𝛼∗−3,1 𝛼∗−4,1


(37)

5.2. HARDWARE SETUP

An Imperix power test bench was used to test the validity of the EGAM model. The

laboratory setup of the system is shown in Figure 8. A rapid prototyping controller sends

the switching modules’ gate drive signals via optical channels. The inverter comprises

two half-bridge switching modules with Silicon Carbide MOSFETs rated for 800 V and
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Figure 8. Imperix system setup for a single phase inverter experimentation

24 A. Table 3 presents the parameters of the inverter system test-bed. The components

were chosen so that hardware dynamics and mathematical dynamics would coincide without

being influenced by the values used to obtain the results.

Two tests are performed on the inverter. These are:

1. The Start-up test

2. Modulation index step test

Details are provided for the tests mentioned above in the following two subsections.
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Table 3. Inverter system parameters
Input filter inductor, 𝐿1 2.2 mH
Output filter inductor, 𝐿2 2.2 mH
Input filter capacitor, 𝐶1 520 µF
Output filter capacitor, 𝐶2 10 µF
Load resistance, 𝑅 45Ω
Inductor resistance, 𝑅𝐿 87 mΩ

Modulation frequency 𝑓 50 Hz
Switching frequency, 𝑓 10 kHz
Modulation signal phase, 𝜙 Dependent on hardware test phase
Carrier signal phase, 𝜙 0 rad

5.3. THE START-UP TEST

Table 4 provides the startup test parameters. The input voltage is first given on the

dc side. A step enable causes the SPWM signals to be applied to the inverter model. The

subsequent dynamics are shown in Figure 9a - Figure 9d.

The DFI in the EGAM model accounts for four harmonics on the modulation side

and one on the switching side. Therefore, both the dc and ac side harmonics are visible. The

dc side is expected to have even order harmonics visible on the dc side. The experimental

results show excellent congruence with the results obtained by the EGAM and PLECS

models. Thus, the effectiveness of the proposed EGAM model is demonstrated.

Table 4. Startup test parameters
Parameter Value
𝑉𝑖𝑛 50 V
Modulation Index 0.75
𝜔1 harmonic count 4
𝜔2 harmonic count 1

Table 5. Modulation step test parameters
Parameter Value
𝑉𝑖𝑛 50 V
Modulation index initial 0.75
Modulation index final 0.85
𝜔1 harmonic count 4
𝜔2 harmonic count 1
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(a) dc side inductor current (b) dc side capacitor voltage

(c) ac side inductor current (d) ac side capacitor voltage

Figure 9. EGAM, PLECS, and hardware comparison results for startup transient test

(a) dc side inductor current (b) dc side capacitor voltage

(c) ac side inductor current (d) ac side capacitor voltage

Figure 10. EGAM, PLECS, and hardware comparison for modulation step transient test
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Figure 11. Harmonic truncation effects on dc inductor current

5.4. MODULATION STEP TEST

Table 5 shows the modulation step test parameters. After attaining a steady state

with an initial value of the modulation index, a step change is applied to it. The subsequent

dynamics are presented in Figure 10a - Figure 10d. Again, the results obtained with the

EGAM model are a very good agreement with those obtained with the PLECS and hardware

models.

5.5. EFFECT OF HARMONIC TRUNCATION

Two cases with different levels of harmonic truncation are used to demonstrate the

importance of choosing the correct truncation sizes for attaining appropriate modeling

accuracy, as explained in Section 4. Switching harmonics are neglected in this test to focus

on the modulation signal’s performance. The startup test results of the dc side inductor 𝐿1

are shown in Figure 11 to do a deeper study on harmonic truncation effects.
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The dc side inductor current in an inverter is known to have components at twice

the modulation frequency. If the harmonics in EGAM are considered for 𝑝 = 1, 𝑟 = 0,

the resulting dynamic performance is very poor and does not match the actual PLECS

simulation. This poor performance is attributed to harmonic truncation, which leads to the

loss of features in the state variable at twice the modulation frequency, thereby underscoring

the detrimental effects of harmonic truncation. As the DFI in the EGAM for this case at least

has the dc component, the waveform is seen to track the average behavior of the PLECS

simulation waveform.

On the other hand, when EGAM is rerun for 𝑝 = 2, 𝑟 = 0, the harmonic truncation

encompasses the components at twice the modulation frequency. The features are preserved

in the state variables, thereby making harmonic truncation a good approximation. The same

behavior can be shown for the dc side capacitor as well.

(a) Modulation harmonics’ performance (b) Switching harmonics’ performance

Figure 12. Effect of increasing harmonics in EGAM simulation

Table 6. EGAM performance comparison to increase in modulation harmonics

Case MAE
(PLECS vs EGAM)

% improvement
over first case

𝑝 = 1, 𝑟 = 0 0.18020 0
𝑝 = 2, 𝑟 = 0 0.17272 4.151
𝑝 = 3, 𝑟 = 0 0.12563 30.285
𝑝 = 4, 𝑟 = 0 0.12570 30.242
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5.6. HARMONIC EFFECTS ON MODEL ACCURACY

EGAM increases model accuracy if more harmonics are included. Two examples

show an increase in model accuracy as more harmonics are included individually in each

axis of the DFI. To compare EGAM simulations analytically, Mean Absolute Error (MAE)

is computed between PLECS-simulated (baseline) and the EGAM-simulated outputs. MAE

is given by

MAE =
∑𝐿
𝑖=1 | 𝑢𝑖 − 𝑣𝑖 |

𝐿
(38)

where 𝑢 is the predicted value, 𝑣 is the baseline value, and 𝐿 is the length of the window for

comparison.

Table 7. EGAM performance comparison to increase in switching harmonics

Case MAE
(PLECS vs EGAM)

% improvement
over first case

𝑝 = 2, 𝑟 = 0 0.15474 0
𝑝 = 2, 𝑟 = 1 0.12660 18.184
𝑝 = 2, 𝑟 = 2 0.11698 24.399

In the first example in Figure 12a, the inverter’s ac side filter capacitor’s voltage

waveform is shown for a snapshot in a steady state where different EGAM models are

overlayed on top of the PLECS model. As the modulation signal’s harmonics are increased

on the 𝑝 axis, EGAM’s accuracy increases. Table 6 shows the MAE for different EGAM

models and their improvement. As the ac side of the inverter responds more strongly with odd

harmonics of the modulation signal, a significant improvement is found in model accuracy

for 𝑝 = 3, 𝑟 = 0 compared to 𝑝 = 1, 𝑟 = 0 case. EGAM for 𝑝 ≥ 3 tracks the cycle average of

the PLECS waveform more closely.

In the second example shown in Figure 12b, the startup transient of the inverter is

shown with emphasis on the switching ripple performance. As 𝑟-axis harmonics increase,

EGAM matching with PLECS simulation increases. The model for 𝑟 = 0 tracks the cycle
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(a) DC side inductor Fourier plane plots for
startup simulation

(b) AC side inductor Fourier plane plots for
startup simulation

Figure 13. Frequency decomposition of state variables obtained from EGAM simulation
data

average of the PLECS simulation due to harmonic truncation, whereas the more complex

EGAM simulations exhibit the switching behaviors as well. MAE performance of EGAM

compared to PLECS simulation for Figure 12b is shown in Table. 7

5.7. FOURIER PLANE PLOTS OF HARMONIC COMPONENTS

EGAM simulations also give insights into how each Fourier coefficient vector in

the state variables performs at different frequencies. Figure 13a, and 13b show the time

progression of the state variables in the frequency domain for the dc and ac side inductors,

respectively. The dc side inductor states are predominantly subjected to even harmonics,

so the components 𝑥10 have negligible values (as noted by the y-axis magnitudes). On the

other hand, the AC side components have insignificant values of 𝑥20 while having significant

values of 𝑥10.
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6. CONCLUSION

This article proposes a novel modeling technique to extend the capabilities of the

conventional GAM by handling the DFS products using the DFI representation of signals

in the frequency domain. The problem of multiplying two DFS signals is investigated

using the proposed theory. Furthermore, an algorithm is proposed to resolve the resulting

two-dimensional convolutions for implementation in numerical ODE solvers and is shared

as a MATLAB toolbox in Appendix 1.6. To balance mathematical modeling and practicality,

a single-phase inverter is used as a test example to show the validity of the proposed method,

and an excellent correlation is observed between the detailed model and EGAM. In the

future, EGAM can model the dynamics of more complicated systems such as an ac-ac DAB

[20, 21, 22], wherein state variables are subjected to two different frequencies of excitation.

Thus, the proposed technique offers a systematic way of easily incorporating many harmonic

components in an averaged model to accurately capture the system dynamics at existing

and evolving system harmonics. The harmonic truncation phenomenon plays an important

role in model accuracy, and its selection was shown using the inverter example. It was also

shown that increasing the number of harmonics in the EGAM simulations improved the

matching with the detailed simulation model.
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ABSTRACT

The ac-ac Dual Active Bridge (DAB) converter is an advanced bidirectional two-port

grid interface converter that facilitates active and reactive power flow control between two

grids without the need for a dc-link capacitor. This paper presents a novel modeling approach

for the ac-ac DAB converter using the Extended Generalized Average Modeling (EGAM)

technique. Unlike the conventional Generalized Average Modeling (GAM) framework,

the ac-ac DAB converter’s dynamic state variables, including the leakage inductor current

and ac grid side LC-filters, exhibit grid and switching frequency components, making the

standard GAM framework unsuitable for dynamic modeling involving two distinct excitation

frequencies. Furthermore, the two-dimensional GAM (2D-GAM) framework, although

capable of capturing the dynamics of two frequencies and their cross-interactions, fails

to handle product terms involving Double Fourier Series (DFS) states resulting from the

switching terms in the ac-ac DAB converter. To address these challenges, the EGAM

technique is proposed, which involves transforming the DFS product terms in the time

domain into the 2D-convolution of their Discrete Fourier Images (DFI) in the frequency

domain. The effectiveness of the EGAM modeling framework is demonstrated through

extensive simulation and hardware experiments, and the results are compared with PLECS

domain waveforms, validating the accuracy and efficacy of the proposed approach.
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1. INTRODUCTION

Solid State Transformers (SST) are becoming prevalent as the stability and power

requirements for power distribution systems increase [1]. For the distribution level, reliable

and straightforward circuit topologies are desired. A comprehensive review of the design

challenges of SST can be found in [1, 2, 3, 4]. SSTs of the first category [5, 6, 7, 3, 8, 9, 10]

are generally simpler in construction and interface two ac grids without an intermediate dc

link. A matrix converter-type topology is proposed in [7], where 54 switches are needed to

realize a three-phase power flow. However, reaching a 95 – 98 % efficiency in this SST can

be very challenging due to the high switch count [1]. Some other three-phase topologies

employing DABs are also proposed in [8, 11, 5, 9] to reduce the switch count.

Figure 1. AC-AC DAB Schematic showing frequency components

There are other conventional SST types [12, 13, 14, 15, 16] which are classified as

cascaded-type architectures and often employ an ac-dc-ac or ac-dc-dc-ac stages. In one of

these categories, the isolated side sees a high-voltage ac while the dc-link sees a low-voltage

dc, which is further inverted. The availability of dc-link makes these classes of SSTs versatile
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and facilitates the integration of renewable resources operating at different voltage levels but

it also poses challenges due to the higher number of power stages and corresponding circuit

complexity [17].

An SST in a DAB configuration referred to as the ac-ac DAB in this article is shown

in Figure 1 [18, 17, 19, 6]. This particular topology is an attractive alternative to the

cascaded converter architecture [17, 18, 1] because of the following:

• fewer passive components

• better reliability

• smaller footprint and lower cost

• soft-switching capability

• higher efficiency

• bidirectional active and reactive power flow capability

• higher safety from galvanic isolation between grids.

Switches S1-S4 comprise the primary bridge and S5-S8 comprise secondary side

bridge. Each switch is a four-quadrant switch [20] with anti-series connected solid-state

switches. Two power quality conditioning LC filters comprising capacitors 𝐿1, 𝐶1 on the

input side and 𝐿2, 𝐶2 on the output side are used. The High-Frequency Transformer provides

the isolation and voltage boost/buck actions to interface two different voltage grids. 𝑁1 and

𝑁2 are the HFT primary and secondary turns, respectively. The DAB inductance 𝐿lk is a

critical parameter for the power transfer between both bridges.

Modeling the dynamic performance of power converters leads to interesting insights

into the inner workings of the converters and aids in better understanding. Also, an accurate

converters model helps design an appropriate controller for the converter. There are various

methods for dynamical system modeling in power electronics: the State Space Averaging



73

(SSA) technique, the Generalized Average Modeling technique (GAM), the two-dimensional

GAM (2D-GAM) technique, and the Extended GAM (EGAM) technique. SSA applies when

Small Ripple Approximation (SRA) applies to the state variables as is the case with buck,

boost, and buck-boost topologies. GAM technique, on the other hand, can model systems

whose state variables violate SRA, like the dc-dc DAB converters and resonant converters.

2D-GAM is applicable where two frequencies of excitations are present like the sine pulse

width modulated inverter with dynamic elements on ac side [21].

All the aforementioned dynamic modeling techniques approximate the state variables

as Fourier series expansions with varying depths of complexity. For example, the SSA

technique is a subset of GAM that only tracks the cycle average of state variables and

therefore only captures the dc terms in Fourier series representation. GAM on the other

hand also captures the fundamental harmonics of the switching functions represented as one

dimensional Fourier series representation and the ripple behaviors. The popular Synchronous

Reference Frame Modeling (SRFM) technique used in three-phase inverters is a subset of

the GAM and disjoints from the SSA technique. SRFM considers the fundamental harmonic

components of the state variables involved in the system. Finally, the 2D-GAM technique

expands the GAM technique on a second dimension to capture two-frequency behaviors by

modeling the state variables as Double Fourier Series (DFS) representations. Therefore 2D

GAM is a superset modeling technique encompassing GAM and SSA techniques. Therefore,

instead of explicitly capturing the time domain behavior of the signals, all these techniques

capture the time evolution of Fourier coefficients of the state variables.

Although 2D-GAM effectively captures two-frequency dynamic phenomena, it does

not include the multiplication of two DFS variables. Therefore, the authors of past works

neglected these DFS product interactions and made the systems simple to circumvent the

problem of DFS multiplications. The EGAM technique includes these terms and avoids
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Figure 2. Various Modeling Techniques

oversimplification. The EGAM framework uses a Discrete Fourier Image (DFI) signal to

capture the DFS coefficient terms and makes multiplication operations feasible. Figure 2

shows a Venn diagram of various modeling techniques.

In the past, the 2D-GAM and EGAM techniques were used to model the behaviors of

single-phase and three-phase inverters [22, 21, 23, 24, 25, 26, 27]. However, the applicability

of the EGAM technique for modeling an ac-ac DAB is yet to be explored. The ac-ac DAB

also has multi-frequency interactions as shown in Figure 1, which lead to DFS modeling

requirements in the state variables. The inductors 𝐿1 and 𝐿2 and capacitors 𝐶1 and 𝐶2

predominantly experience grid level harmonics while 𝐿lk experiences both grid level and

switching level harmonics as shown by the enveloped sinusoidal waveforms in Figure 1.

This article explores the EGAM technique implementation on the ac-ac DAB and compares

the results’ efficacy with simulation and hardware results. Also, the various insights on

the results will be interpreted. This article is organized as follows: a review of the GAM,

2D-GAM, and EGAM is first presented in Section 2. Equipped with the background, the

article then models the ac-ac DAB converter in 3 and formulates the EGAM model of the

converter. The simulation results are compared with PLECS simulations in Section 4. A

hardware converter is designed, and the EGAM results are compared with the hardware

results in Section 5.
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Table 1. EGAM operations set
Operation Time Domain Frequency Domain

Scalar Product 𝑎𝑥(𝑡) 𝑎x
Summation 𝑥(𝑡) + 𝑦(𝑡) x + y

Differentiation 𝑑𝑥(𝑡)
𝑑𝑡

(
𝑑x
𝑑𝑡

+ Tx
)

Multiplication 𝑥(𝑡)𝑦(𝑡) x ★O ★Oy

2. REVIEW OF GAM

In conventional GAM, the time-dependent state variables are transformed to the

Fourier coefficients written as Single Fourier Series (SFS) expansions; that is, a periodic

signal 𝑥(𝑡) in the time domain can be written as

𝑥(𝑡) =
+∞∑︁
𝑘=−∞

𝑥𝑘𝑒
𝑗 𝑘𝜔0𝑡 (1)

C(𝑡) =
[
1 cos (�̄�𝑡) sin (�̄�𝑡) · · · cos (𝑛�̄�𝑡) sin (𝑛�̄�𝑡)

]
(2)

𝑥(𝑡) = C(𝑡) · x⊺
𝑘

(3)

where x𝑘 is the vector of Fourier coefficients

x𝑘 =
[
𝑥0 𝑥1𝑐 𝑥1𝑠 · · · 𝑥𝑛𝑐 𝑥𝑛𝑠

]
(4)

With these base relationships, the framework can be extended for other operators [28, 29, 21]

given by

𝑑

𝑑𝑡
⟨𝑥⟩𝑘 (𝑡) =

〈
𝑑

𝑑𝑡
𝑥

〉
𝑘

(𝑡) − 𝑗 𝑘𝜔0⟨𝑥⟩𝑘 (𝑡) (5)

⟨𝑥𝑦⟩𝑘 =
∞∑︁

𝑖=−∞
⟨𝑥⟩𝑘−𝑖 ⟨𝑦⟩𝑖 (6)

the operator ⟨•⟩𝑘 represents the 𝑘 th harmonic Fourier coefficient of a time domain

signal and (6) is a discrete 1D convolution [30].
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If the system of interest has two distinct excitation frequencies, namely 𝜔1, 𝜔2, the

state variable 𝑥(𝑡) in the time domain is represented using DFS given by

𝑥(𝑡) =
∑︁

𝑝∈Z,𝑟∈W
x𝑝,𝑟𝑒𝑖(𝑝𝜔1𝑡+𝑟𝜔2𝑡) (7)

then it can be converted to the vector containing the Fourier coefficients for a finite number

of harmonics as

x =
[
x0,0 x1,0𝑐 x1,0𝑠 · · · x0,1𝑐 x0,1𝑠 · · · x𝑝,𝑟𝑐 x𝑝,𝑟𝑠

]
(8)

where, x𝑝,0𝑐, x𝑝,0𝑠 belong to the Fourier coefficients of the harmonics of 𝜔1; x0,𝑟𝑐,

x0,𝑟𝑠 belong to coefficients of the harmonics of 𝜔2, and x𝑝,𝑟𝑐, x𝑝,𝑟𝑠 belong to coefficients of

the harmonics of 𝑝𝜔1 + 𝑟𝜔2 components. The subscripts 𝑐 and 𝑠 correspond to the cos and

sin terms of the DFS expansion in rectangular form.

In order to extend the GAM framework to 2D-GAM, (5) is rewritten as

𝑑𝑥(𝑡)
𝑑𝑡

= C(𝑡)
(
𝑑x
𝑑𝑡

+ Tx
)

(9)

where the DFS coefficients of the expansion are stored in the state variable x (8) and the

matrix T stores the frequency information at the state variable x𝑝,𝑟 . Therefore, T is the

matrix version of the second term of GAM (5) given by

T(2𝑘,2𝑘+1) = (m𝑘+1𝜔1 + n𝑘+1𝜔2) (10)

T(2𝑘+1,2𝑘) = −(m𝑘+1𝜔1 + n𝑘+1𝜔2) (11)

where 𝑘 ∈ N𝑂 , indexes the vectors m ∈ Z𝑂+1 ,and n ∈ W𝑂+1. Dimensionally, T is a

(2𝑂 + 1) × (2𝑂 + 1) sparse matrix [23]. 𝑂 is the total number of distinct frequencies and

harmonic combinations considered, excluding the dc term and 𝑘 ∈ {1, 2, · · ·𝑂}. Vectors m
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and n have an order of one more than the distinct frequencies (𝑂) to account for the dc term,

which is always the first entry from an indexing viewpoint. With these base equations, a

first-order differential equation of the form

𝑑𝑥(𝑡)
𝑑𝑡

= 𝑎𝑥(𝑡) + 𝑏𝑦(𝑡) (12)

can be rewritten in the Fourier coefficients and using (3)

〈
𝑑𝑥(𝑡)
𝑑𝑡

〉
= 𝑎⟨𝑥(𝑡)⟩ + 𝑏⟨𝑦(𝑡)⟩ (13)

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏y (14)

where x, y are Fourier coefficient vectors at the same frequencies. Applying the same

procedure on a more complicated base first-order ordinary differential equation

𝑑𝑥(𝑡)
𝑑𝑡

= 𝑎𝑥(𝑡) + 𝑏𝑥(𝑡)𝑦(𝑡) (15)

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏(x ∗ y[ℓ]) (16)

Eq. (16) can then be expanded for the desired number of harmonics (by writing for

each harmonic order, ℓ ∈ (1, 2, · · · , 𝑂)) to finally give

𝑑

𝑑𝑡



𝑥0

𝑥1𝑐

𝑥1𝑠
...

𝑥𝑙𝑐

𝑥𝑙𝑠



=



𝑎 0 0 0 · · · 0

0 𝑎 −𝜔1 0 · · · 0

0 𝜔1 𝑎 0 · · · 0
...

...
...

. . .
...

...

0 0 0 0 𝑎 −𝜔𝑙

0 0 0 0 𝜔𝑙 𝑎





𝑥0

𝑥1𝑐

𝑥1𝑠
...

𝑥𝑙𝑐

𝑥𝑙𝑠



+ 𝑏



∑∞
𝑢=−∞ 𝑥[𝑢]𝑦[−𝑢]

ℜ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[1 − 𝑢]
}

ℑ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[1 − 𝑢]
}

...

ℜ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[𝑙 − 𝑢]
}

ℑ
{∑∞

𝑢=−∞ 𝑥[𝑢]𝑦[𝑙 − 𝑢]
}



(17)
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Figure 3. ACAC DAB Schematic for EGAM formulation

In (15), the product of two SFS terms, 𝑥(𝑡)𝑦(𝑡), translated to 1D discrete convolution

on the frequency plane for the Fourier coefficient vectors x, y [28, 31, 29, 24, 25]. The

translation from the time domain to the frequency domain for the multiplication of two terms

expressed as DFS is performed using the 2D convolution of Discrete Fourier Image Signals

[26]. The 2D-GAM [23], along with the addition of the DFI convolution algorithm, forms

the Extended Generalized Average Modeling (EGAM) framework.

Referring back to (15), and assuming 𝑥(𝑡) and 𝑦(𝑡) to be DFS expansions instead of

SFS, (16) can be expanded into the second dimension by

𝑑x
𝑑𝑡

= (𝑎I − T)x + 𝑏(x ★O ★O y) (18)

where • ★O ★O• operator signifies the 2D DFI convolution algorithm [26] operation.

This completes the EGAM formulation that is capable of handling DFS products. A complete

set of the time domain to EGAM translations is shown in Table 1 for clarity.

3. DYNAMIC MODEL OF AC-AC DAB

3.1. SWITCHING FUNCTION FOURIER SERIES REPRESENTATION FOR PHASE
SHIFT MODULATION

Before proceeding with the dynamic equations of the ac-ac DAB converter, the

switching function 𝑞+(𝑡) for the phase shift modulated PWM must be realized. The switching

function for a switching angular frequency of 𝜔𝑠 = 2𝜋 𝑓𝑠 and phase shift angle 𝜙 rad is given
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by

𝑞+(𝑡) =



1, −𝜋 < 𝜔𝑠𝑡 < −𝜋 + 𝜙

0, −𝜋 + 𝜙 < 𝜔𝑠𝑡 < 𝜙

1, 𝜙 < 𝜔𝑠𝑡 < 𝜋

(19)

The periodic signal 𝑞+(𝑡) can be expanded as a Fourier series representation as

𝑞+(𝑡) = 𝑎0 +
∞∑︁
𝑛=1

𝑎𝑛 cos(𝑛𝑡) +
∞∑︁
𝑛=1

𝑏𝑛 sin(𝑛𝑡) (20)

where 𝑎0, 𝑎𝑛, 𝑏𝑛 are the Fourier coefficients given by

𝑎0 =
1
2

𝑎𝑛(𝜙) = −sin(𝑛𝜋 − 𝑛𝜙)
𝑛𝜋

− sin(𝑛𝜙)
𝑛𝜋

𝑏𝑛(𝜙) = −cos(𝑛𝜋 − 𝑛𝜙)
𝑛𝜋

+
cos(𝑛𝜙)
𝑛𝜋

(21)

3.2. TIME DOMAIN DYNAMIC EQUATIONS

The schematic of the ac-ac DAB is shown in Figure 3. The input voltage 𝑣𝑖(𝑡) and

output voltage 𝑣𝑜(𝑡) are grid voltages with a peak value of 𝑉𝑖 and 𝑉𝑜, respectively. The input

and output voltages have phase angles 𝜃 and 𝛿, respectively. An LC filter comprising the

inductor 𝐿1 and capacitor 𝐶1 is used on the primary side. The secondary side is comprised

of another LC filter with the inductor 𝐿2 and capacitor 𝐶2. Both the inductors have internal

resistances 𝑅𝐿1 and 𝑅𝐿2 . A transformer links the primary side H-bridge with the secondary

side H-bridge. The transformer has a leakage inductance 𝐿𝑙𝑘 and a winding resistance 𝑅𝑡 .

The transformer has a turns ratio given by 𝑁 = 𝑁1/𝑁2 where 𝑁1 and 𝑁2 are the transformer’s

primary and secondary turns count, respectively.
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Five dynamic equations can be written as there are five dynamical elements in the

system. By writing the node and mesh equations for the circuit, the dynamic equations turn

out to be

𝑑𝑖𝐿1(𝑡)
𝑑𝑡

=
1
𝐿1
𝑣𝑖(𝑡) −

𝑅𝐿

𝐿1
𝑖𝐿1(𝑡) − 1

𝐿1
𝑣𝐶1(𝑡) (22)

𝑑𝑣𝐶1(𝑡)
𝑑𝑡

=
1
𝐶1
𝑖𝐿1(𝑡) − 1

𝐶1
𝑖𝐿𝑙𝑘 (𝑡)Δ𝑞1(𝑡) (23)

𝑑𝑖𝐿𝑙𝑘 (𝑡)
𝑑𝑡

=
𝑣𝐶1(𝑡)
𝐿𝑙𝑘

Δ𝑞1(𝑡) −
𝑁𝑣𝐶2(𝑡)
𝐿𝑙𝑘

Δ𝑞2(𝑡) − 𝑅𝑡

𝐿𝑙𝑘
𝑖𝑙𝑘 (𝑡) (24)

𝑑𝑖𝐿2(𝑡)
𝑑𝑡

=
1
𝐿2
𝑣𝑜(𝑡) −

𝑅𝐿2

𝐿2
𝑖𝐿2(𝑡) − 1

𝐿2
𝑣𝐶2(𝑡) (25)

𝑑𝑣𝐶2(𝑡)
𝑑𝑡

=
𝑖𝐿2(𝑡)
𝐶2

+
𝑁𝑖𝑙𝑘 (𝑡)
𝐶2

Δ𝑞2(𝑡) (26)

where Δ𝑞1(𝑡) and Δ𝑞2(𝑡) are the primary and secondary side H-Bridge actions

respectively. The function Δ𝑞𝑥(𝑡) is expanded as 𝑞𝑥+(𝑡) − 𝑞𝑥−(𝑡) for 𝑥 ∈ {1, 2}. The

complement of 𝑞𝑥+(𝑡) is denoted by 𝑞𝑥−(𝑡). The H-bridge is modeled as a transformer with a

turns ratio of Δ𝑞𝑥(𝑡), and the currents and voltages across the H-bridge are related by energy

equivalence.

3.3. EGAM DYNAMIC EQUATIONS

For transforming the time domain differential equations to the frequency domain,

the EGAM operators in Table 1 are used. The terms 𝑞𝑥+(𝑡) − 𝑞𝑥−(𝑡) transform to q𝑥+ − q𝑥−

which can be further simplified to 2q𝑥+ − Υ, where Υ is a sparse vector given by

Υ =
[
1 0 0 · · · 0

]
(27)
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For q1+, the relationships in (21) with 𝜙 = 0 is used, as q1+ is the primary side

switching function, which serves as the zero reference. For secondary side, q2+ is written

for 𝜙 ∈ {−𝜋/2, +𝜋/2}. The q𝑥+ switching vectors are given by

q𝑥+ =
[
𝑎0 𝑎1(𝜙) 𝑏1(𝜙) · · · 𝑎𝑛(𝜙) 𝑏𝑛(𝜙)

]
(28)

Using these transformations, the frequency domain dynamic equations are given by

𝑑i𝐿1

𝑑𝑡
= −

(
𝑅𝐿1

𝐿1
+ T

)
i𝐿1 +

1
𝐿1

Γ − 1
𝐿1

v𝐶1 (29)

𝑑v𝐶1

𝑑𝑡
= −Tv𝐶1 +

1
𝐶1

i𝐿1 −
1
𝐶1

(2i𝐿𝑙𝑘 ★O ★Oq1 − i𝐿𝑙𝑘 ★O ★OΥ) (30)

𝑑i𝐿𝑙𝑘
𝑑𝑡

= −
(
𝑅𝑡

𝐿𝑙𝑘
+ T

)
i𝑙𝑘 +

1
𝐿𝑙𝑘

(2v𝐶1
★O ★Oq1

− v𝐶1
★O ★OΥ) − 𝑁1

𝑁2

1
𝐿𝑙𝑘

(2v𝐶2
★O ★Oq2 − v𝐶2

★O ★OΥ)
(31)

𝑑i𝐿2

𝑑𝑡
= −

(
T +

𝑅𝐿2

𝐿2

)
i𝐿2 +

1
𝐿2

Λ − 1
𝐿2

v𝐶2 (32)

𝑑v𝐶2

𝑑𝑡
= −Tv𝐶2 +

i𝐿2

𝐶2
+

1
𝐶2

(2i𝑙𝑘 ★O ★Oq2+ − i𝑙𝑘 ★O ★OΥ) (33)

where Γ and Λ are referred to as excitation vectors, which carry the information of

the grid voltage excitation. These vectors are sparse, with values populated only at frequency

indices where excitations are present. The excitation vectors for an input peak voltage 𝑉𝑖 and

input phase angle 𝜃 and output peak voltage 𝑉𝑜 with phase angle 𝛿 are given by

Γ =
[
0 · · · 𝑉𝑖 sin(𝜃) 𝑉𝑖 cos(𝜃) · · · 0

]
Λ =

[
0 · · · 𝑉𝑜 sin(𝛿) 𝑉𝑜 cos(𝛿) · · · 0

] (34)
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Table 2. ACAC DAB Experimental Parameters
Parameter Value
𝑓𝑠𝑤 30 kHz
𝑓𝑔 60 Hz
𝐿1 = 𝐿2 270 µH
𝑅𝐿1 = 𝑅𝐿2 100 mΩ

𝐶1 = 𝐶2 40 µF
𝐿𝑙𝑘 10 µF
𝑅𝑡 10 mΩ

𝑁1 = 𝑁2 1

4. SIMULATION VERIFICATION

In this section, a PLECS model is created to act as a baseline to compare the

performance of various EGAM models of the ac-ac DAB. The EGAM model developed in

the earlier section is used, and simulations are run for the same conditions in the PLECS and

EGAM simulations. The parameters used in simulation studies are given in Table 2.

The DFI convolution algorithm is developed using the EGAM toolbox [32] and is

used to simulate the ac-ac DAB converter. A startup sequence is first simulated for a 𝜙 value

of 25◦ is applied between the H-bridges for a pre-excited system with an RMS voltage of

30 V for 𝑣𝑖 and 𝑣𝑜.

Initially, the simulation results for 𝑝 = 1, 𝑟 = 1 are performed. Figures 4a show 𝑣𝐶1

voltages for the startup sequence for the aforementioned harmonic components. The current

𝑖𝐿1(𝑡) is shown in Figures 4b. Although the capacitor voltage shows a good match between

PLECS and EGAM simulations, slight mismatches can be seen in the zoomed versions of

the same plots shown below the main plots. The inductor currents also show appreciable

congruence between PLECS and EGAM simulations. As power flows from the primary to

the secondary side due to a positive phase shift, the currents in inductors are anti-phase.

However, the steady-state amplitude of the inductor currents for EGAM results is slightly less

than their PLECS counterparts. This mismatch in current is associated with the harmonics

considered in the EGAM simulation. As the fundamental switching harmonic is the only
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(a) 𝐶1 voltage for startup sequence,
𝑝 = 1, 𝑟 = 1.

(b) 𝐿1 current for startup sequence,
𝑝 = 1, 𝑟 = 1.

(c) 𝐶1 voltage for startup sequence,
𝑝 = 1, 𝑟 = 3.

(d) 𝐿1 current for startup sequence,
𝑝 = 1, 𝑟 = 3.

Figure 4. Grid side filter dynamics comparison for startup sequence of ac-ac DAB converter

(a) Leakage inductor current startup performance
for 𝑝 = 1, 𝑟 = 3 EGAM simulation overlayed on
PLECS simulation

(b) Leakage inductor current steady state per-
formance for EGAM simulation overlayed on
PLECS simulation for various orders of har-
monic truncation

Figure 5. Leakage inductor Current waveforms
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component considered for simulation, the power transfer at the fundamental harmonic is

only shown in the filter inductors at the grid level. Therefore, higher-order harmonics must

be considered to improve model matching.

In order to achieve higher matching accuracy in the EGAM and PLECS results,

simulations are performed for 𝑝 = 1, 𝑟 = 3 model so that the third harmonic switching

actions are also considered. Therefore, the harmonic truncation [26] boundary expands until

the third harmonic, leading to better features in the state variables. The results in Figure 4c

show better matching characteristics after startup in the capacitor state. Figure 4d on the

other hand, show better model accuracy in transient and steady-state behaviors. The third

harmonic power transfer at the switching frequency improves current matching in the filter

inductor currents.

(a) Harmonic components of i𝐿1 (b) Harmonic components in i𝑙𝑘

Figure 6. Harmonic decomposition of state variables

The leakage inductor current waveform for PLECS and EGAM simulations is shown

in Figure 5a. The waveforms show an excellent match with the PLECS simulation and

thereby prove the efficacy of the EGAM framework for modeling multi-frequency excitations.
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Additionally, Figure 5b shows the performance of EGAM for various harmonic truncation

boundaries enforced inside the EGAM model. As the number of switching (𝑟 axis) harmonics

increases, the EGAM performance approaches closer to the PLECS benchmark waveform.

To quantify the improvements of EGAM models with various levels of harmonic

depths, Mean Absolute Error (MAE) is computed between PLECS-simulated (baseline) and

the EGAM-simulated outputs. MAE is given by

MAE =
∑𝐿
𝑖=1 | 𝑢𝑖 − 𝑣𝑖 |

𝐿
(35)

where 𝑢 is the predicted value, 𝑣 is the baseline value, and 𝐿 is the length of the window for

comparison. The comparisons are made between the EGAM model and the PLECS model

and the MAE is calculated.

Table 3. EGAM performance improvement to increase in switching harmonics

Case MAE
(PLECS vs EGAM)

% improvement
over first case

𝑝 = 1, 𝑟 = 1 1.1 0
𝑝 = 1, 𝑟 = 3 0.681 38.12
𝑝 = 1, 𝑟 = 5 0.411 62.68

4.1. FREQUENCY PLANE PLOTS

The vectors in the frequency domain time progression matrix x are transformed into

the time domain using the frequency to time domain transformation (3). To understand the

harmonic nature of the state variables, each component of x is plotted over time. As the

harmonic components other than the dc term have both the sine and the cosine coefficients,

their magnitude is computed to get the behavior of the state variable at each frequency of

interest.
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Figure 7. ACAC DAB Hardware Setup

The ac-ac DAB’s state variables are plotted against time to understand the harmonic

behaviors of the state variables. The results for inductor 𝐿1 current in frequency plane

i𝐿1 are shown in Figure 6a. The simulation for one grid harmonic and three switching

harmonics is performed. The first number subscript on the y-axis label on each plot indicates

the grid frequency harmonic while the second index indicates the switching frequency

harmonics. The EGAM plots indicate no activity in the dc and pure switching frequency

harmonics. This is associated with the absence of excitation voltages in the switching

frequency indices in the excitation vectors (34). The grid frequency component (𝐼𝐿110)

is the most significant harmonic in the plots. Additionally, Figure 6b plots the current

characteristics at different harmonic indices for the leakage inductance current waveform.

Like the grid side inductor, the leakage inductor harmonic waveforms show no activity at

the dc component. However, it is interesting to note that there are no switching frequency

components present in 𝑖𝑙𝑘 (𝑡). This is associated with the convolution operations and the

emergence of new frequency components. This explains the significant activity in the 𝐼𝑙𝑘11,
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𝐼𝑙𝑘−11, 𝐼𝑙𝑘13 and 𝐼𝑙𝑘−13 components where the new behaviors are seen. The 𝑖𝑙𝑘 (𝑡) waveform

is an amplitude-modulated waveform where the switching frequency component is enveloped

by the grid frequency leading to the 𝑓𝑔 ± 𝑓𝑠 components having the dominant behavior.

Figure 8. ACAC DAB Hardware Implementation in DSP

5. HARDWARE IMPLEMENTATION

In this section, a hardware model is built and tests similar to those done in Section 4

will be repeated to understand the correctness of the models. For this purpose, an ac-ac DAB

prototype is designed as shown in Figure 7 with the specifications in Table. 2. To synchronize

the trigger of the hardware model at the same time as that of the EGAM and PLECS models,

a SOGI PLL [33] based positional trigger is implemented in a TMS320F28377S Digital

Signal Processor (DSP) as shown in Figure 8. The SOGI PLL synchronizes with the grid

frequency to get the phase information 𝜃𝛼. If the position trigger’s firing angle 𝜃 𝑓 is desired,

the 𝜃𝛼 and its match with 𝜃 𝑓 is used to set the enable signal. The enable signal is then directed

to the DSP’s Pulse Width Modulation (PWM) module. The PWM module is configured to

perform the phase shift modulation for the DAB stage switches for a preset value of 𝜙.

A test is performed with input voltages of 26 VRMS on both sides of the DAB are

used. Two variable auto transformers serve as the ac sources; ac-source-1 and ac source-2. A

𝜙 of 21.5◦ is enforced on the DAB. The voltages are converted to peak values and enforced
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on the excitation vectors (34) with 𝜃 = 𝛿 = 90◦. The PLECS and EGAM models are run

subsequently. The hardware model on the other hand is started at a 𝜃 𝑓 of 90◦. The acquired

results are plotted in Figures 9a-9b.

(a) Inductor 𝐿1 current (b) Capacitor 𝐶1 voltage

Figure 9. EGAM, PLECS, and hardware comparison results for modulation step transient
test

6. CONCLUSION

This paper uses the EGAM modeling framework to model the dynamics of the ac-ac

DAB converter. After a brief review of the existing GAM modeling techniques and the

EGAM technique, this article uses the EGAM technique to form the dynamic model of the

ac-ac DAB. After this, the simulation tests are performed, and the PLECS and EGAM models

are overlayed on top of each other. Higher matches with the PLECS waveforms are observed

by adding more switching frequency harmonics in the EGAM model leading to progressively

lower MAE values signifying excellent accuracies. The frequency plane magnitude vs. time

graph shows the harmonics present at all excitation frequencies and new frequencies in

the region of interest. The leakage inductor current is an amplitude-modulated waveform

enveloped by the grid frequencies, showing negligible grid frequency and dominant sideband

components. Finally, the hardware model of the ac-ac DAB converter is constructed, and
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the state variables are plotted against the EGAM. The model matching is observed, thereby

validating the correctness of the EGAM framework and its ability to capture two frequency

dynamics.
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SECTION

2. CONCLUSIONS AND FUTURE WORK

2.1. CONCLUSIONS

In this work, a novel solid-state transformer topology is investigated. The work first

investigates different types of SSTs and their configurations. Then a new type of Type A

SST based on the Dual Active Bridge (DAB) converter is proposed. The phase shift between

the primary and secondary bridge serves as the parameter that controls the power flow

between the primary and secondary sides. The phase shift required by the DAB to transfer

the instantaneous power is solved as quadratic equations. Also, a soft switching algorithm is

developed for all voltage and current combinations. The ac-ac DAB hardware prototype

with integrated leakage inductance transformer is tested for power transfer in both directions.

Also, the reactive power flow is tested using the derived solutions.

As the ac-ac DAB converter has multi-frequency interactions, a need for a new

generalized average modeling framework is recognized and proposed. The 2D convolution-

based Extended Generalized Average Modeling (EGAM) framework is proved to be a viable

technique after validating its capability to model the multiple frequency interactions in a sine

pulse width modulated single-phase inverter. The model matching is rigorously verified on

both simulation and hardware fronts, where excellent model matching with EGAM models

is observed.

The EGAM technique is then finally applied to an ac-ac DAB converter and its

correctness is tested against simulation and hardware fronts. Excellent matching between

EGAM and PLECS simulated waveforms is observed when higher-order switching harmonics

are included, proving the power transfer in multiple harmonics of the switching frequency.

The Fourier decomposition of the state variables shows that the grid side dynamic components
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predominantly see the grid harmonics, which is expected. The leakage inductor current, on

the other hand, is seen not to have a switching frequency harmonic; rather, it is observed to

have the grid and switching frequency side band harmonics. This phenomenon is further

clarified when the leakage inductor current waveform in the ac-ac DAB is seen as an

amplitude-modulated waveform, which is known to have sideband harmonics of the two

exciting frequencies.

2.2. FUTURE WORK

Although the ac-ac DAB is shown to have many attractive features, the study assumes

the integration of two grids with same voltage, phase and frequency. Violating any of these

aforementioned grid parameters significantly complicates the power transfer mechanism in

the standard ac-ac DAB. Additionally, the zero-voltage crossover regions in the ac-ac DAB

cause current harmonics at twice the grid frequency. Due to these problems, improvements

on the ac-ac DAB topology must be proposed.

One reason for the above-mentioned problems is the lack of energy storage in the

ac-ac DAB. Off late, Multi-Active Bridges (MABs) are being proposed for integrating many

dc sources with a single high-frequency multi winding-transformer. One subset of the MABs:

a Triple Active Bridge (TAB) may serve as a candidate topology for addressing the issues of

the ac-ac DAB topology in future research works. The TAB interfaces two ac ports and one

dc port with a three-winding transformer. The phase deployment at the two bridges and the

H-bridge voltage pulse width modulation can be calculated to meet the instantaneous power

waveforms at each port. This should be accomplished by either conventional root-finding

techniques that model the power flow mechanisms or by machine learning algorithms. It is

realized that for future-generation power converters, higher computational capacities may be

necessary to run the advanced algorithms needed to realize power flow.
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The EGAM framework proposed in this work excellently captures the dynamic

phenomenon involving two-frequency excited systems. The EGAM framework directly

leads to large signal models of the converters. In future, techniques need to be devised in

order to simplify these complicated models into simpler forms that enable power designers

to form simpler reduced-order models and small-signal models necessary to use classical

control techniques.
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APPENDIX

1. 2D DFI CONVOLUTION

This section provides the proof for Corollary 3.2. But before starting with the actual

proof for the corollary, some important identities and functions are given for clarity.

1.1. AN INTEGRAL IDENTITY

∫ 𝜋

−𝜋

∫ 𝜋

−𝜋

∑︁
𝑝,𝑞∈Z

∑︁
𝑟,𝑠∈Z

𝑒 𝑗(𝑘1𝜔1𝑡+𝑘2𝜔2𝑡) 𝑑𝜔1𝑡 𝑑𝜔2𝑡 =



4𝜋2 𝑘1 = 0, 𝑘2 = 0

0 𝑘1 = 0, 𝑘2 ∈ Z

0 𝑘1 ∈ Z, 𝑘2 = 0

0 𝑘1 ∈ Z, 𝑘2 ∈ Z

(1)

1.2. TWO-DIMENSIONAL SIFTING PROPERTY

𝑥(𝑛1, 𝑛2) =
∞∑︁

𝑘1=−∞

∞∑︁
𝑘2=−∞

𝑥(𝑘1, 𝑘2)𝛿(𝑛1 − 𝑘1, 𝑛2 − 𝑘2) (2)

1.3. MULTIDIMENSIONAL DISCRETE CONVOLUTION

𝑥(𝑛1, 𝑛2, · · · , 𝑛𝑀) ∗ 𝑀· · · ∗ ℎ(𝑛1, 𝑛2, · · · , 𝑛𝑀) ≜
∞∑︁

𝑘1=−∞

∞∑︁
𝑘2=−∞

· · ·
∞∑︁

𝑘𝑀=−∞
ℎ(𝑘1, 𝑘2, · · · , 𝑘𝑀)

𝑥(𝑛1 − 𝑘1, 𝑛2 − 𝑘2, · · · , 𝑛𝑀 − 𝑘𝑀)

(3)
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1.4. DOUBLE FOURIER SERIES SIGNALS

𝑥(𝜔1𝑡, 𝜔2𝑡) =
∑︁
𝑗 ,𝑘∈Z

𝑎 𝑗 ,𝑘𝑒
𝑖(𝑚𝜔1𝑡+𝑛𝜔2𝑡) (4)

𝑦(𝜔1𝑡, 𝜔2𝑡) =
∑︁
𝑗 ,𝑘∈Z

𝑏 𝑗 ,𝑘𝑒
𝑖(𝑚𝜔1𝑡+𝑛𝜔2𝑡) (5)

1.5. FOURIER COEFFICIENTS IN 2D

𝐶𝑚𝑛 =
1

4𝜋2

∫ 𝜋

−𝜋

∫ 𝜋

−𝜋
𝑓 (𝑝, 𝑞) 𝑒− 𝑗(𝑚𝑝+𝑛𝑞) 𝑑𝑝 𝑑𝑞 (6)

Proof

𝐶𝑚𝑛 =
1

4𝜋2

∫ 𝜋

−𝜋

∫ 𝜋

−𝜋
𝑥(𝜔1𝑡, 𝜔2𝑡)𝑦(𝜔1𝑡, 𝜔2𝑡) 𝑒− 𝑗(𝑚𝜔1𝑡+𝑛𝜔2𝑡) 𝑑𝜔1𝑡 𝑑𝜔2𝑡

=
1

4𝜋2

∫ 𝜋

−𝜋

∫ 𝜋

−𝜋

∑︁
𝑝,𝑞∈Z

𝑎𝑝,𝑞𝑒
𝑗(𝑝𝜔1𝑡+𝑞𝜔2𝑡)

∑︁
𝑟,𝑠∈Z

𝑏𝑟,𝑠𝑒
𝑗(𝑟𝜔1𝑡+𝑠𝜔2𝑡) 𝑒− 𝑗(𝑚𝜔1𝑡+𝑛𝜔2𝑡) 𝑑𝜔1𝑡 𝑑𝜔2𝑡

=
1

4𝜋2

∑︁
𝑝

∑︁
𝑞

∑︁
𝑟

∑︁
𝑠

𝑎𝑝,𝑞𝑏𝑟,𝑠

∫ 𝜋

−𝜋

∫ 𝜋

−𝜋
𝑒− 𝑗((𝑚−𝑝−𝑟)𝜔1𝑡+(𝑛−𝑞−𝑠)𝜔2𝑡) 𝑑𝜔1𝑡 𝑑𝜔2𝑡

(1)=
∑︁
𝑝

∑︁
𝑞

∑︁
𝑟

∑︁
𝑠

𝑎𝑝,𝑞𝑏𝑟,𝑠 𝛿((𝑚 − 𝑝) − 𝑟, (𝑛 − 𝑞) − 𝑠)

=
∑︁
𝑝

∑︁
𝑞

𝑎𝑝,𝑞
∑︁
𝑟

∑︁
𝑠

𝑏𝑟,𝑠 𝛿((𝑚 − 𝑝) − 𝑟, (𝑛 − 𝑞) − 𝑠)

(2)=
∑︁
𝑝

∑︁
𝑞

𝑎𝑝,𝑞𝑏𝑚−𝑝,𝑛−𝑞

𝐶𝑚𝑛
(3)= 𝑎 ∗ ∗ 𝑏
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1.6. EGAM TOOLBOX

A toolbox is developed for MATLAB to perform the EGAM simulations for power con-

verters and is shared as a GitHub project (https://github.com/KartikeyaVeeramraju/

EGAMToolbox.git). The toolbox includes functions for applying the 2D convolution algo-

rithm for ODE solvers.
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