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ABSTRACT 

 

 

 

Data fusion is a technique for combining data obtained from multiple sources for 

an enhanced detection or decision. Fusion of data can be done at the raw-data level, 

feature level or decision level. Applications of data fusion include defense (such as 

battlefield surveillance and autonomous vehicle control), medical diagnosis and structural 

health monitoring. Techniques for data fusion have been drawn from areas such as 

statistics, image processing, pattern recognition and computational intelligence. This 

dissertation includes investigation and development of methods to perform data fusion 

for nondestructive evaluation (NDE) and medical imaging applications. The general 

framework for these applications includes region-of-interest (ROI) detection followed by 

feature extraction and classification of the detected ROI. Image processing methods such 

as edge detection and projection-based methods were used for ROI detection. The 

features extracted from the detected ROIs include texture, color, shape/geometry and 

profile-based correlation. Analysis and classification of the detected ROIs was performed 

using feature- and decision-level data fusion techniques such as fuzzy-logic, statistical 

methods and voting algorithms. 
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1. INTRODUCTION 

 

 

 

1.1. BACKGROUND 

 

Data fusion can be defined as methods by which data from multiple sources can 

be combined to improve detection and decision accuracy. Additionally, data fusion 

algorithms are used to obtain complementary information from sensors and/or 

information sources measuring different physical phenomenon. It has been of interest in 

areas such as military, remote sensing, finance, medical-diagnosis, structural health 

monitoring and automated manufacturing [1-5]. Data fusion is a multi-disciplinary 

research area that draws concepts from fields such as statistics, signal processing, 

computer science and artificial intelligence.  

Types of data fusion include low (raw-data) level fusion, feature level fusion and 

decision level fusion. Raw data fusion employs methods such as statistical detection and 

estimation techniques. Feature level fusion is used to fuse descriptive features extracted 

from multiple sources measuring similar or dissimilar physical phenomenon. This is done 

by combining the features into a single 1-D vector which could be used for discrimination 

purposes.  

Fusion of preliminary decisions/assessments made using data from single or 

multiple sources is termed as decision level data fusion [6-8].  Data fusion techniques 

such as statistical methods, computational intelligence and machine learning, have been 

used by previous researchers for solving problems such as fault diagnosis, safety of 

complex systems, plant monitoring and monitoring in biomedicine [9-11].    
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1.2. PROBLEM DESCRIPTION 

 

In this dissertation, data fusion methods for nondestructive evaluation (NDE) and 

medical image analysis are investigated. Data fusion is being increasingly utilized for 

structural analysis by obtaining additional and complementary NDE data. Nondestructive 

evaluation data fusion typically facilitates structural feature integration and/or feature 

characterization based on combining information from several measurement modalities. 

Such modalities may consist of data from multiple sensors and/or the fusion of data 

processed using different parameters from the same sensor.  Data collected from 

structures using NDE approaches and processed with image/signal processing and 

computational intelligence techniques can enhance the capability of evaluating those 

structures [12].  

Medical images such as those found in medical publications include graphical 

images like diagrams, tables, histograms and flowcharts. Since medical images for a 

given modality (e.g. MRI, Histology or X-Ray) are very similar in nature, existing 

content-based image retrieval (CBIR) methods based only on the visual features of the 

whole image, such as texture and shape, may not be sufficient for accurate retrieval of 

biomedical images [13-16]. In addition to using text (found in image captions and within 

the article) and visual features, retrieval of characters within images found in biomedical 

publications is an important task for obtaining complementary information for CBIR and 

analysis. Therefore, enhanced CBIR and analysis requires fusion of the various categories 

of information (image text, visual features and image captions).  

One of the methods for early cervical cancer diagnosis includes medical image 

analysis of the squamos epithelium of the cervix. Cervical intraepithelial neoplasia (CIN) 
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is defined as the pre-malignant condition in which the atypical cells are limited in the 

epithelium region only [17-18]. It has been observed that CIN shows progressively 

increasing atypical cells across the spectrum of the epithelium, from top to bottom, 

resulting in different CIN grades (CIN1, CIN2, CIN3) [17-22].  

Recent studies have shown that an epithelium with atypical cells could exhibit 

different CIN grades in different vertical segments of the epithelium [18]. Therefore for 

increased diagnostic accuracy, it is important to analyze the different vertical segments of 

the epithelium and then fuse information from each of these segments to obtain the CIN 

grade of the whole epithelium.  

 

1.3. SUMMARY OF CONTRIBUTIONS 

 

This dissertation consists of four journal papers, as presented in the publication 

list. The unique contributions can be summarized as follows: 

 Nondestructive evaluation of aircraft structures. The investigation on NDE data 

fusion presented in this dissertation extends the realm and results of previous research in 

this field. Existing techniques which use data fusion, combine multi-modal NDE data to 

enhance test structure visualization for analysis. The comprehensive structural analysis 

process in this dissertation advances traditional/existing data fusion techniques in the 

context that data fusion is performed and utilized for automated structural analysis.  Intra- 

and inter-modality fusion was performed using RX statistical and Fuzzy-logic based 

methods to detect corrosion and defects and to quantify the amount and location of the 

corrosion and defects in structures for automatically developing models of the test 

structures. The utility of data fusion here is to facilitate better characterization of the 
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corrosion and defects present within the test structures for generating models 

representative of the actual structures so that vulnerable locations may be accurately 

identified with simulated fatigue loading.  It also facilitates predictive analysis by 

automatically generating geometrical models of test structures based on quantized areas 

of material loss for Finite Element Modeling (FEM)-based analysis. Based on the 

experimental results obtained, it was observed that the multi-modal data fusion-based 

FEM models exhibit a better ability to predict failure as compared to the uni-modal 

models, thereby establishing the potential of multi-modal data fusion for automated 

prediction of failure. 

Content-based image retrieval. For CBIR and analysis, an end-to-end system for 

automatic detection and recognition of text labels in biomedical publication images is 

investigated. Previous research in this domain has been primarily focused on analyzing 

the whole biomedical image as compared to the ROIs (such as text blocks, arrows, etc.). 

Image analysis and feature-based approaches are used to extract and recognize text 

blocks within these images. Raw data fusion of the horizontal and vertical text blocks 

was performed to create a fusion image. Individual characters were segmented from the 

fusion image, after which features were extracted from each segmented character. The 

features extracted from the individual characters were then fused into a single vector 

which was used as the input to a Support Vector Machine (SVM)-based classifier for 

character recognition. Support vector machine gave superior results as compared the 

benchmark OCR tool-Tesseract, which suggests the usefulness of data fusion-based 

method developed in this study. Furthermore, a multinomial logistic regression (MLR)-

based statistical method was investigated for feature level data fusion, wherein the feature 
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vector was used as input to the MLR-based method. Fusion of the various categories of 

features was tested to select the best set of features for character discrimination by 

analyzing the p-values obtained from MLR. It was seen that the features selected by the 

MLR-based method to select the statistically significant features provided the best 

accuracy, when subjected to the SVM classifier, as compared to using all the features. 

This demonstrates that data fusion is useful at the feature-level to remove the statistically 

insignificant features for improving detection accuracy. 

 Histology image analysis for Cervical Intraepithelial Neoplasia (CIN) diagnosis. 

The research presented for CIN diagnosis in this dissertation builds off of the methods 

developed in [18, 20]. A novel fusion-based approach was developed for medial axis 

(skeleton) determination in epithelium images. Fusion of distance transform- and 

bounding box-based method was performed for enhanced medial axis estimation in this 

study. It was observed during our experiments that the distance transform approach 

provided a good estimate of the medial axis in the middle portions of the epithelium 

image, but the bounding box based method provided a better estimate of the medial axis 

along the left and right edges of the epithelium. Based on the experimental results, the 

fused medial axis provided a better estimate of the skeleton of the epithelium region as 

compared to just using the distance transform. This showed the importance of data fusion 

at the raw-level for enhanced medial axis estimation. On the other hand, expert 

pathologists usually perform CIN diagnosis by analyzing the epithelium as a whole and 

providing a CIN grade for the whole epithelium [21-23]. However recent studies have 

shown that the epithelium might not have a unique CIN grade throughout and might 

exhibit different CIN grades in different parts of the epithelium [20]. In this dissertation, 
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a novel fusion-based automated method for CIN grading is proposed, wherein the 

epithelium is divided into vertical segments each of those segments are classified into one 

of the CIN grades and then the vertical segment grades were fused to obtain the CIN 

grade of the whole epithelium. In this manner, fusion of CIN diagnosis from the different 

parts of the epithelium was performed for an enhanced CIN diagnosis. Experiments 

showed that the CIN diagnosis accuracy obtained using the vertical segments fusion 

method was about 15% higher in comparison to the benchmark method [23], which 

suggests the utility of data fusion for enhanced detection accuracy. 
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ABSTRACT 

 

A comprehensive structural analysis process is presented for quantizing and 

evaluating characteristics of aircraft lap-joint mimics.  The process investigated here 

consists of NDE data acquisition, defect detection and characterization involving material 

loss estimation, three-dimensional structural model generation, finite-element modeling 

to simulate fatigue damage and comparison with actual tensile fatigue-induced structural 

analysis data (mechanical loading).  The structural analysis process is examined using 

five test panels consisting of stacked and riveted aluminum plates, configured as lap-

joints, four of them with different corroded patches at different layers of the lap-joints 

and one painted pristine panel used as a reference.  The test panels were subjected to 

three rounds of fatiguing with the final round resulting in complete fatigue failure.  Eddy 

current data was obtained from the test panels prior to each round of mechanical loading. 

Comparing the simulated fatigue loading and the mechanical loading results for 

identifying susceptible-to-failure areas on the test panels, this comprehensive structural 

analysis process found the correct location of failure areas at rates as high as 88.9% 
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1. INTRODUCTION 

 

 

 

Corrosion is a significant maintenance issue, especially for aging aircraft, with the 

U.S. Air Force recently estimating corrosion maintenance costs exceeding $5 billion per 

year according to the 2009 Cost of Corrosion Report [1]. Corrosion results in defects 

such as surface and fatigue cracks, deterioration of fasteners, and skin disbonds [2]. 

Corrosion is often hidden under paint and cannot be visually detected. Nondestructive 

evaluation (NDE) techniques have been used to enhance the process for analyzing 

corrosion under paint and thin laminates [3], including for structural analysis of aging 

aircraft structures [4].  In addition, the benefit of NDE methods for fatigue analysis has 

been examined based on cost constraints for an experimental setup developed for 

predicting the residual life in corroded fuselage lap joints [5]. 

NDE methods may provide qualitative information (i.e., defect or non-defect) 

and/or quantitative evaluation (i.e., attributes such as damage dimensions including 

thickness, spatial extent, etc.).  However, limitations of the physical process involved in 

collecting NDE data can inhibit the detection of certain defects which are actually present 

in the structure [2].  These limitations may include changes in the operating distance of 

the NDE source from the structure for data collection (e.g., liftoff change), the data value 

ranges of the NDE source, the physical space (i.e., square dimensions on the structure’s 

surface that correspond to a single measurement) represented on the structure by those 

data values collected from the NDE source (e.g. physical dimensions associated with a 

pixel), the geometry of the structure, or measurement errors from the NDE source 
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resulting in noisy data. An overall system using NDE data for structure inspection should 

minimize structure downtime and required inspection resources and account for the 

limitations of the NDE source(s) [6].   

Data fusion is being increasingly utilized for obtaining additional and 

complementary NDE data, corresponding to structural information, through signal or 

pixel-based fusion [6].  NDE data fusion typically facilitates structural feature integration 

and/or feature characterization based on combining information from several 

measurement modalities, which may consist of data from multiple sensors and/or the 

fusion of data processed using varied strategies/algorithms/parameters from the same 

sensor [6].  Data collected from structures using NDE approaches and processed with 

image and signal processing and computational intelligence techniques can enhance the 

capability of evaluating those structures.  

Eddy current (EC), ultrasound, optical, thermography, and radiography are 

common modalities for structural nondestructive inspection. Variations of these 

modalities and their application to structural inspection of discontinuities are presented in 

[6].  Data fusion techniques using these modalities have been used for visually enhancing 

structural features [7], improving signal-to-noise ratio, improving signal interpretation 

[8], enhanced defect detection and characterization [9], and improved data registration 

[10], among others. Incorporating data fusion methods using NDE data results in 

improved analysis of structural features for inspection.   

However, these methods require subsequent analysis in order to: 1) compare 

structural features to physical parameters for those features, 2) evaluate the overall 

structural health including the determination of vulnerabilities in the structure susceptible 
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to failure, and 3) assess the residual useful life of the structure.  In this research, a 

comprehensive structural analysis process is presented for quantizing and measuring 

characteristics of aluminum aircraft lap-joint mimics. The process investigated here 

consists of NDE data acquisition, defect detection and characterization, three-

dimensional (3-D) structural model generation, finite-element modeling-based (FEM) 

simulation of fatigue damage for structural analysis. This research builds upon 

preliminary works by Gupta et al. for automated detection of hidden corrosion [11] and 

material loss estimation [12] from EC images collected for lap-joint mimics using intra-

modal fusion methods. The comprehensive structural analysis process provides an end-

to-end method from structure NDE data collection to FEM-based structural modeling, 

including a novel approach for computer-assisted 3-D model generation directly from the 

NDE data collected.  For verification of the proposed process, comparison of simulated 

fatigue damage is performed with experimental cyclic loading tests.  The following 

sections of this paper presents the description of: 1) preparation of the lap-joint mimic 

test panels, 2) NDE data collection for the test panels, 3) the comprehensive structural 

analysis process, 4) the mechanical loading of the test panels, 5) the detailed algorithms 

developed for the different steps of the investigated comprehensive structural analysis 

process, 6) the experimental results of the structural analysis process for simulated 

fatigue loading and the comparison to the cyclic loading, and 7) finally a discussion of 

the results. 
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2. LAP JOINT MIMIC PREPARATION 

 

 

 

A lap-joint is a region in an aircraft fuselage where at least two layers (i.e., inner 

and outer) of skin overlap and are riveted and/or spot-welded together, with the region 

covered with a thin layer of paint or appliqué.  Water vapor, rain, and other agents can be 

pulled under the paint and into thin gaps present between the metal plates and the rivet 

holes through capillary action and remain within the lap-joint for extended periods of 

time, resulting in corrosion. Corrosion can cause metal thinning and stress points 

resulting in future cracks (under in-service loading). The geometry present in lap-joints 

complicates the detection of corrosion in these regions since, without removing the paint 

and the rivets, visual inspection is impossible.  

For this research, five aluminum aircraft lap-joint mimics were produced and used 

as test panels for corrosion and fatiguing analysis. The lap-joint test panel set consisted of 

four corroded and one pristine panel. Each lap-joint test panel was produced using two 

AL2024-3 aluminum plates with dimensions of 254 mm (10") by 76.2 mm (3") with a 

nominal thickness of 1.6 mm (0.063''). Figure 2.1a presents the cross-section schematic 

with dimensions of a test panel, showing the rivets and areas of corrosion (shown in 

orange).  

The four corroded test panels were constructed as follows. First, the aluminum 

plates were masked and selectively corroded to produce corrosion patches. The corrosion 

patches with dimensions for the top and bottom of each aluminum plate used in forming a 

test panel are given in Figure 2.1b (shown in orange). Note that the aluminum plates were 



12 

 

 

riveted after the corrosion process was completed, with the rivet heads in the designated 

locations given in Figure 2.1b.   

Figure 2.2 shows the actual corroded patches of the test plates used in forming a 

corroded test panel. Accelerated corrosion of these eight plates was induced in a salt fog 

chamber following the ASTM B117 test standard. The ASTM B117 standard, designed in 

1939, is a widely used technique for evaluating the relative corrosion of various metals 

and/or coatings. The salt spray chambers designed according to this standard are 

automated to maintain a specified environment within the chamber [13]. 

Plate 1

Plate 2

Corrosion

Rivets

1.6 mm

254 mm  

(a) 

Rivet Head

Plate 1

Top

Plate 1

Bottom

Plate 2

Bottom

Plate 2

Top

76.2 mm

44.5 mm

70 mm

70 mm

 

(b) 

Figure 2.1: Schematic of aluminum plates for corroded test panel.  

a) Cross-section of riveted, corroded test panel.  b) Schematics with dimensions of the 

corrosion regions for the top and bottom of each aluminum plate used to form each test 

panel (all schematics are not-to-scale). 
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Prior to putting the plates in the chamber, they were rinsed with acetone followed 

by tap water. Next, the plates were immersed for five minutes in an alkaline cleaning 

solution, Turco-4215 NC LT (manufactured by Turco, Spain and distributed by Henkel), 

at a temperature of 55ºC and with a pH of 9. Turco-4215 NC LT, which is non-corrosive 

to Aluminum, is a mild alkaline cleaner used in the aerospace industry. The cleaning 

procedure occurs at elevated temperatures (above 40 ºC ), when one of the surface active 

agents becomes less soluble and thus separates from the metal and floats on the surface, 

which can be removed by draining [14]. After alkaline cleaning, the plates were rinsed 

again with de-ionized water. Afterwards, the plates were immersed in a 1 wt% sulfuric 

acid solution heated at 50ºC for five minutes to expose the inter-metallic compounds to 

facilitate corrosion promotion. Finally, the plates were rinsed with de-ionized water and 

masked off using electroplaters tape in order to expose the desired corrosion patches, as 

shown in Figure 2.2. The plates were corroded in the salt chamber between 3-7 days, 

being evaluated every day to visually determine the presence of pits greater than 1 mm in 

size and salting of the pits to provide the extent of corrosion.  The plates were pulled 

from the salt spray chamber when the amount of corrosion was determined to be constant 

based on the localized pits. 

  Second, the aluminum plates were stacked and riveted in the corresponding rivet 

head positions from Figure 2.1b, at the Boeing Company (St. Louis, MO), according to 

aircraft manufacturing specifications. The two primary goals in the sample preparation 

process were: a) presence of an overlap in at least some corroded areas in the lap-joints, 

and, b) corrosion present in some of the riveted interfaces.  
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         (a)                              (b)                              (c)                                (d) 

Figure 2.2: Masked aluminum plates with corroded patches prior to riveting.  

(a) Top plate 1. (b) Bottom plate 1. (c) Bottom plate 2. (d) Top plate 2. 

 

Each test panel was assembled to produce a 76.2 mm by 76.2 mm (3'' by 3'') lap-

joint mimic having nine rivets with a spacing of 25.4 mm (1'') among them. These riveted 

panels were then painted, according to specifications used for aircraft painting. Figure 2.3 

shows the riveted region of a final corroded and the pristine panel showing top, side, and 

bottom views.   

 
(a) 

 
(b) 

 

 

 

 
 

 

 

(c) (d) 

 

Figure 2.3: Pictures of painted corroded and pristine panels in riveted regions.  

(a) Top corroded, (b) top pristine, (c) bottom corroded, and (d) side.  
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3. NDE DATA COLLECTION FOR TEST PANELS 

 

 

 

For the five constructed lap-joint mimic test panels, metal thinning associated 

with the presence of corrosion induced in these panels was evaluated using eddy current 

data collection and evaluation.  In order to assess and characterize corrosion, eddy current 

data was collected from the painted (top) side of the test panels, as would be performed 

for actual NDE data collection.  

The test panels were inspected at frequencies of 1, 2, 4, 8, 10, 20, 50, 100, and 

200 kHz, to provide data as a function of depth into the panels, thereby providing 

information about the layer right beneath the paint and all the way to the bottom layer 

[15]. Since signals at lower frequencies penetrate more than those at higher frequencies, 

this range of EC frequencies was selected based on the thickness of the test panels  [16] 

and the effective depth of penetration, denoted as  (in mm). This phenomenon could be 

represented as Equation (1): 

 

660

C f



   (1) 

where C is the International Annealed Copper Standard constant for the material's 

electrical conductivity (between 28.5-32.5 / m  for 2024-T3 aluminum), µ is the 

magnetic permeability of the material (for aluminum µ = 1 H/m), and f is the frequency 

of the eddy current inspection (Hz).   

The EC data was collected using the Boeing MAUS
©

 (Mobile Automated 

Scanner) raster scanning system, with phase lag adjustment to discern defect/corrosion 
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depth (see Data Collection block in Figure 4.1).  During the data collection process, a 

reference panel was used with three separate areas of material loss representative of 0%, 

10%, 15%, and 20% material loss, as shown in Figure 3.1. Physically, for example, the 

pixels contained in the 15% corrosion section represent 15% deviation from the pixels 

contained in the 0% corrosion region. These reference panel images were produced for 

calibration purposes for corrosion detection and material loss estimation algorithm 

development.  

In general for the aircraft industry, a material loss of less than 10% is considered 

appropriate for flying without any significant maintenance issues; however, material 

losses of 10% and above would invoke corrective measures for fixing the corrosion 

related to thinning [17]. 

0% 

Corrosion

10% 

Corrosion

15% 

Corrosion

20% 

Corrosion

 

Figure 3.1: Reference panel used for calibration purposes  
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4. COMPREHENSIVE STRUCTURAL ANALYSIS PROCESS 

 

 

 

For each test panel and the EC data collected from that test panel, the 

comprehensive structural analysis process, presented in Figure 4.1, is applied for defect 

detection, characterization, modeling, and simulated fatigue loading to determine 

positions of potential vulnerability on the test panel.  This process involves steps for 

computer-assisted analysis of a test panel, including: a) EC data collection, i.e. image 

acquisition, b) image analysis based defect detection and characterization and model 

generation, and c) FEM-based structural model analysis.  The following algorithms and 

methods were used for the different steps of the structural analysis process using the 

obtained EC images.   

Simulated Structural 

Analysis

Compare Actual 

and Simulated 

Fatigue Locations

Actual 

Fatigue 

Testing

Defect Detection, 

Characterization, and 

Material Loss 

Estimation

Intra-modal 

Fusion

Model 

Generation

Lap Joint 

Test Panel

FEM-based 

Structural 

Analysis
Validation

Mechanical 

Testing

               Method Verification

               Method Developed

Eddy Current

NDE Data

 

Image 

Analysis
Data 

Collection

Boeing 

MAUS

V(x,y)=λ(x,y)ΘRα(x,y)

EC 

Image 

I(x,y)

FEM based 3-D Model

Positions of 

potential 

vulnerability 

(simulated 

mechanical 

loading)

Positions of 

vulnerability 

(mechanical loading)

F(x,y)=[F(x,y) Inorm(x,y)]

IM(x,y)

 

Figure 4.1: Overview of the structural analysis process. 
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4.1. IMAGE ANALYSIS 

 

4.1.1. Corrosion Detection.  For corrosion detection, intra-modal data fusion was 

performed based on integrating the outputs of two anomaly detectors, RX and data-driven 

fuzzy logic, applied to the same EC images. The anomaly detectors use localized image 

analysis to find potential defects. This integrated approach was explored in previous 

research for corrosion detection [11] and material loss estimation [12], with experimental 

results showing enhanced corrosion detection and improved material loss estimation 

based on combining these methods as compared to using them individually.   

 The RX and fuzzy logic methods were used to compute confidence values for 

anomalies representative of corrosion in an EC image. These methods have been 

presented in detail in [18] and are only briefly mentioned here. With reference to the 

output of the Data Collection step in Figure 4.1, let        denote the EC image acquired 

for a test panel, with cropping of the outer 3 rows and 3 columns to address EC data edge 

effects.  Then, the RX confidence value at each pixel      , denoted as        with 

value range 0 ≤       ≤ 1, is defined as: 

  , Tx y p Np      (2) 

where   is a representative signature of a corrosion patch,   is the unknown background 

covariance matrix, which is computed from the zero mean image, M. The zero mean 

image and the background covariance matrix is obtained using Equation 3 and 4 

respectively as below,  

 
( , )

( , )

( , ) ( , )
a b D

I a b

M x y I x y
D


 


 (3) 
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a b E

M a b M a b

N
E





 (4) 

Defect 

Location

Target 

Diameter(ds)

De-meaning Diameter (dm)

Defect

EC Image I(x,y)

 

Figure 4.2: Defect and De-Meaning Diameter for RX detector. 
 

where   represents a circular demeaning mask with diameter    and cardinality | | as 

shown in Figure 4.2.   represents the potential target mask in the form of a circular 

corrosion patch with diameter    and cardinality | |. Hence, the representative corrosion 

patch,  , marked as the grey area in Figure 4.2, can be represented as Equation 4, 

 
( , )

( , )

  
a b E

M a b

p
E





 (5) 

The demeaning mask and the target mask are concentric circles, (as shown in Figure 4.2) 

where      , with   = 13 and   = 7 determined experimentally in previous research 

[11]. Physically, the RX statistic        provides the confidence value for corrosion 

detection at each pixel in the image        wherein higher values of   would represent 

stronger ‘hits’ in detecting corrosion. 
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For the fuzzy logic method, let   denote the fuzzy set representative of the gray levels 

associated with the non-corrosion areas (background) in an EC image. The histogram of 

the EC image   is computed and at each bin (    of the secondary histogram, the 

associated membership function ( )G z  can be represented mathematically as follows:   

   
0.5

/

1
G

z t
z


 


 (6) 

where   is determined empirically to be 95% of the area under the secondary histogram of 

the EC image   [11].  If  ,S x y
 
is the number of eight connected neighbors of a 

particular pixel  ,I x y  such that  ( , ) G I x y
 
and  0 ,S x y  is the number of eight 

connected neighbors such that  ( , ) 0 G I x y  then, a fuzzy clustering anomaly 

confidence measure, denoted as  ,R x y at the pixel location  ,x y  is defined as: 

   0 ( , )
,

( , )

S x y
R x y

S x y




  (7) 

where  0 , 1 R x y  and  = 0.7 from previous work [11].  

In order to reduce false corrosion detection, intra-modal fusion was performed to 

generate a final corrosion mask for each test panel based on combining the respective RX 

and the fuzzy ratio confidence maps using an iterative maximum-likelihood weighted-

average scheme to generate a final corrosion mask, denoted as  ,V x y , with confidence 

value between 0 and 1, presented in detail in [11], and as shown in Equation 8.  

 

    for 0  z t   

    for  t z  
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Here, ( , ) x y and ( , )R x y
   denote the standard deviation for the RX and fuzzy ratio 

confidence maps. 

 
     

   

22

( , ) ( , )

22

( , ) ( , )

( , ) ,
( , )





 



  

 






x y R x y

x y R x y

x y R x y
V x y  (8) 

4.1.2. Material Loss Estimation and Model Generation.  At the non-zero 

confidence values in the final corrosion mask, i.e.  , 0V x y  , a material loss estimation 

map was computed for each position  ,x y  in the EC image  ,I x y  using interpolation 

of cluster distance from representative material loss signatures of 0%, 10%, 15% and 

20% determined from the reference panel.  The clustering technique, presented in detail 

in [12], can be mathematically represented as follows. For each image pixel,  ,I x y  

where,  , 0V x y  the feature vector      , ,      ,
T

normF x y V x y I x y     is formed, 

where  
 0

0

( , ) -
,norm

I x y m
I x y


  and 0m and 0  are the mean and standard deviation 

values of 0% (background/no-corrosion region) material loss from the reference panel.  

The Euclidean distance, denoted as  ,MI x y  at the output of the Defect Detection, 

Characterization and Material Loss Estimation block in Figure 4.1, is computed between 

 ,F x y  and median feature vectors determined from the reference panel for the 0%

  0 ,F x y , 10%   10 ,F x y  , 15%   15 ,F x y , and 20%   20 ,F x y  material loss.  

Interpolation of the Euclidean distances found is used for estimating the material loss 

represented for an EC image I.  The Image Analysis block in Figure 4.1 represents the 

steps for the corrosion detection, material loss estimation and the 3-D model generation. 
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A 3-D geometrical model for the riveted test panels was generated based on a 

localized non-overlapping window method using material loss estimate map of a given 

test panel. The method divided the height and width dimensions of the test panel into 

10x10 (approximately 5 mm x 5 mm) non-overlapping windows.  The average material 

loss over a non-overlapping window was estimated, and the 3-D center of mass was 

computed. A circular puck-like region was created with a thickness equal to the average 

material loss of the window, and area equal to the number of non-zero pixels (indicating 

corrosion and thus material loss) present in the window. This circular puck-like region 

was then centered within the non-overlapping window. This method was repeated for all 

non-overlapping windows in each panel. Such a 3-D model obtained for test panel 1 is 

shown in Figure 4.3, illustrated using ANSYS
®

.  Note that the puck-like regions shown in 

Figure 4.3 are actually solid material loss regions, which could not be visually 

represented using the ANSYS
®

 display tool.  Also, note that the 3-D modeling method 

was developed based on constraints in ANSYS
®

, which is used for simulated fatigue 

loading of the test panels. Intra-modal data fusion was performed based on integrating the 

outputs of two anomaly detectors, RX and data-driven fuzzy logic, applied to the same 

EC images.  The anomaly detectors use localized image analysis to find potential defects.  

This integrated approach was explored in previous research for corrosion detection [11] 

and material loss estimation [12], with experimental results showing enhanced corrosion 

detection and improved material loss estimation based on combining these methods as 

compared to using them individually.   
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Figure 4.3: ANSYS generated model of test panel.  

 

4.2. SIMULATED FATIGUE LOADING 

 

As part of the structural analysis process, the 3-D model of each test panel was 

generated to facilitate simulated fatigue loading.  The 3-D model was used as the input to 

ANSYS
®

 to facilitate simulated structural and fatigue analysis of the test panel [19]. The 

physical location of all of the rivets were calculated and marked on the meshed structure 

for the test panel from ANSYS
®

, as shown in Figure 4.4. In the structural modeling of the 

panels and subsequent simulated fatigue evaluation, the riveted regions were marked and 

the displacements with respect to each layer were set to zero to simulate the actual riveted 

structure of the panels. After the rivet regions were marked and their displacement set to 

zero for all directions at these regions, the boundary conditions applied to the panel, 
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during simulated loading (see Figure 4.5), were setup to simulate the mechanical loading, 

as shown in Figure 5.1, where the test panel was subjected to a fixed load on the top and 

an actuator at the bottom to facilitate the cyclical loading of the panel.  As shown in 

Figure 4.5, the boundary condition applied to the top of the test panel involved restricting 

the displacement for this particular region to zero (e.g., see circle 1 in Figure 4.5) for all 

the directions (X, Y and Z). The bottom of the test panel was subjected to a cyclical load 

to simulate the actuator cyclical loading step. In addition, the sides of the test panel (e.g., 

see circles 2-5 in Figure 4.5) were restricted to displacement only in the Y direction to 

account for the movement of the test panel in the ±Y direction during the simulated 

fatigue loading process. 

 

 

Figure 4.4: Location key for crack initiation sites in test panels. 
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Figure 4.5: Boundary conditions defined for simulated fatigue loading. 

 

 

Once the loading of the panel had been performed, the Fatigue Analysis module 

in ANSYS
®

 was used to study the fatigue life of the panel. A standard and systematic 

approach was used for the fatigue analysis of the test panel’s 3-D model [20]. Alternating 

Stress Intensity (Alt-SI) values for all the nodes of the meshed panel were determined 

using ANSYS
®

 as a measure of the vulnerability of a specific node/region to failure [21]. 

The Alt-SI values were thresholded, determined empirically from the mechanical loading 

data, to determine positions (nodes) on the test panel for potential vulnerability.  

2 

6 

5 

3 

4 

1 
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These positions of potential vulnerability were compared with the fatigue 

positions found from mechanical loading of the actual test panel. The Compare Actual 

and Simulated Fatigue Locations block in Figure 4.1 represents this validation step in the 

process. 
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5. EXPERIMENTS PERFORMED 

 

 

 

The comprehensive structural analysis process was applied to the five test panels 

based on three rounds of EC data collection for test panel analysis, including:  1) EC data 

collection prior to mechanical loading of the test panels, 2) EC data collection after the 

first round of mechanical loading, and 3) EC data collection after the second round of 

mechanical loading.  After each round of EC data collection, mechanical loading 

(cyclical loading) of each test panel was performed.  From Figure 4.1, for each round of 

EC data collection, image analysis, simulated structural analysis, and comparison 

between simulated and mechanical loading was conducted for each test panel.     

For comparison with simulated fatigue loading analysis performed for the test 

panels, the following procedure was used for mechanical loading of the test panels (see 

Actual Fatigue Testing Block in Figure 4.1).  The panels were cyclically loaded between 

1.04 kN and 10.4 kN (load ratio, R = Pmin/Pmax = 0.1) at a frequency of 4 Hz, using the 

setup shown in Figure 5.1. The calculated stress at the maximum load (10.4 kN) in the 

unriveted portions of the panels was 82.7 MPa. The first round of loading was intended to 

initiate small fatigue cracks, wherein, the test panels were cyclically loaded until a crack 

was noticed (see Table 6.1).  

For the round 2 of loading, cracks were allowed to grow to twice their former 

lengths or if no cracks originated in the first round, cracks were initiated and allowed to 

grow to a length of ~3 mm.  Round 3 of mechanical loading was conducted only on 

corroded test panels 1, 4 and the pristine panel.  In round 3, the panels were tested until a 
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crack progressed to the panel edge or a crack progressed halfway to an adjacent rivet (a 9 

mm crack length for both cases). The panels were photographed using a 

stereomicroscope to inspect and measure crack lengths after each round. These cracks 

were meant to simulate in-service flaws.  Only test panels 1, 4 and the pristine were 

subjected to loading in the third round to provide additional data to compare with the 

comprehensive structural analysis methodology presented (see experimental results).   

 

 

Figure 5.1: Cyclical fatigue loading setup. 

 

 Panels 2 and 3 were not subjected to round 3 of loading to allow comparison and 

analysis of the crack growth progression between round 2 and round 3 of loading 

between the test panels.  The cyclic loop displacement data for the combined three rounds 

of fatigue loading in conjunction with visual observations to estimate the cyclic life at 

which crack initiation began (fatigue initiation life) was used to determine the fatigue 

propagation life [22]. For reference purposes, a schematic outlining the various rounds of 

Fixed Load 

Actuator 

Panel under test 
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the NDE data collection and mechanical loading process is provided in Figure 5.2 for the 

different panels. Figure 4.4 gives the position labels, with respect to the rivet locations, 

for the test panels that were used for specifying crack locations identified from the 

mechanical (actual fatigue cracks) and simulated fatigue loading (positions of potential 

vulnerability) processes.   

Panels 1- 4, 

Pristine Panel 

Round 1 Mechanical Loading

Round 1 Mechanical Loading 

Data

EC Data Collection

Eddy Current NDE Data 

(Prior to Round 1)

Panels 1- 4, 

Pristine Panel 

Panels 1- 4, 

Pristine Panel 

EC Data Collection

Eddy Current NDE Data 

(After Round 1)

Panels 1- 4, 

Pristine Panel 

Round 2 Mechanical Loading

Round 2 Mechanical Loading 

Data

EC Data Collection

Eddy Current NDE Data 

(After Round 2)

Panels 1- 4, 

Pristine Panel 

Round 3 Mechanical Loading

Round 3 Mechanical Loading 

Data

Panels 1, 4, 

Pristine Panel 

 

Figure 5.2: Data collection and mechanical testing rounds. 
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6. EXPERIMENTAL RESULTS 

 

 

 

6.1. DATA FUSION RESULTS 

 

Since the depth of penetration of the EC signal for producing the EC image is 

inversely proportional to the frequency of the EC signal, the lowest frequency EC images 

(1kHz) were used for data fusion algorithm development. Experimental results for the 

raw EC scan at 1kHz, corrosion detection confidence maps, and material loss estimation 

maps with the reference scale for material loss estimation between 0%-20% are presented 

for corroded test panel 1 prior to mechanical loading (Figure 6.1), after the round 1 of 

mechanical loading (Figure 6.2), and after round 2 of mechanical loading (Figure 6.3).  

Note that material loss did not exceed 20% in any test panel based on the corrosion 

inducement process described in section II.   

 Figure 4.3 shows the 3-D model used for simulated fatigue loading for panel 1 

prior to round 1 of mechanical loading, which was generated from the material loss 

estimation map given in Figure 6.1c.   Similar experimental results are given for the 

pristine panel prior to round 1 of mechanical loading (Figure 6.4), after round 1 of 

mechanical loading (Figure 6.5), and after round 2 of mechanical loading (Figure 6.6). 

The arrows in the images of the test panels, collected after rounds 1 and 2 of mechanical 

loading (Figures 13, 14, 16, and 17), indicate the location of produced cracks. A 

summary of crack locations will be presented and discussed later.  
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                     (a)                                            (b)                                                    (c) 

Figure 6.1: EC Data for test panel 1 prior to the first round of mechanical loading.   

(a) EC data for test panel 1, (b) corrosion detection, (c) material loss estimation map. 
 

 

 

   

                    (a)                                             (b)                                                    (c) 

Figure 6.2: EC Data for test panel 1 after the first round of mechanical loading.   

(a) EC data for test panel 1 with locations of cracks shown, (b) corrosion detection 

confidence map, (c) material loss estimation map with reference scale. 
 

 

 

   

                     (a)                                            (b)                                                     (c) 

Figure 6.3: EC Data for test panel 1 after second round of mechanical loading.   

(a) EC data for test panel 1 with locations of cracks shown, (b) corrosion detection 

confidence map, (c) material loss estimation map with reference scale. 
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                  (a)                                               (b)                                                   (c) 

Figure 6.4: EC data for pristine panel prior to the first round of mechanical loading.  

(a) EC data for the pristine panel, (b) corrosion detection confidence map, (c) material 

loss estimation map with reference scale. 
 

 

 

   

            (a)                                             (b)                                                   (c) 

Figure 6.5: EC data for pristine panel after first round of mechanical loading.  

(a) EC data for the pristine panel with locations of cracks shown, (b) corrosion detection 

confidence map, (c) material loss estimation map with reference scale. 
 

 

 

   

                     (a)                                              (b)                                                  (c) 

Figure 6.6: EC data for pristine panel after second round of mechanical loading.  

(a) EC data for the pristine panel with locations of cracks shown, (b) corrosion detection 

confidence map, (c) material loss estimation map with reference scale. 
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For this investigation, using the intra-modal data fusion approach, the average 

material loss over the non-zero corrosion areas in the material loss maps found 

approximately 13% for the corroded test panel 1.   

 

6.2. MECHANICAL LOADING RESULTS FOR TEST PANELS 

 

The mechanical loading results in the form of fatigue (crack) locations identified 

after each round of loading are summarized in Table 6.1.  Experimentally, it was 

observed that all cracks developed on the lower row of rivets (locations 13-18), 

suggesting a higher stress concentration at this row. Photograph of an example crack, 

obtained using a stereomicroscope is shown in Figure 6.7, which was generated in panel 

1 at location 13 (as shown in Figure 4.4) after round 2 of fatigue loading.  

 

Table 6.1 : Crack locations summary after each round of mechanical loading. 

Panel Condition 

Crack 

locations From 

Round 1 

Cracks locations 

From Round 2 

Cracks locations 

From Round 3 

1 Corroded 13, 15 13, 15 
13, 14, 15, 16, 

18 

2 Corroded 13 13, 14 - 

3 Corroded None 14 - 

4 Corroded None 14 13, 14 

6 Pristine 13, 16 13, 14, 16 13, 14, 16 

– denotes panels not subjected to mechanical loading. 
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Figure 6.7: Developed crack in panel 1 after the second round of mechanical loading  

 

A summary of the Alt-SI values for test panels 1-4 and the pristine panel, for the 

three rounds of EC data collection, are presented in Table 6.2. Note that round 1, round 2, 

and round 3 refer to the different rounds of mechanical loading, as designated in Table 

6.1. From Table 6.2, Alt-SI values greater than 70 MPa (shown in bold in Table 6.2 as 

threshold values) were used for comparison of the selected areas given in Figure 6.1 to 

corresponding areas inspected in the mechanical loading process (given in Table 6.1). 

Considering test panels 1-4 and the pristine panel, there are a total of 90 critical locations 

(18 locations per panel). From Table 6.2, if a location (shown as Loc 1-Loc 18 in Table 

6.2) in a test panel had an Alt-SI value greater than or equal to 70 MPa, the location was 

labeled as a crack site. 
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Table 6.2 : Summary of Alt-SI values for simulated fatigue loading. 

  
Panel 1 Panel 2 Panel 3 Panel 4 pristine 

Alt-SI (MPa) Alt-SI (MPa) Alt-SI (MPa) Alt-SI (MPa) Alt-SI (MPa) 

L
o

c 
1

 Prior to Round 1 9.1 2.5 1.1 0.5 2.2 

After Round 1  1.7 0 0.4 1.3 1.5 

After Round 2 2 3.1 2.4 1.3 0.5 

L
o

c 
2

 Prior to Round 1 5.8 0.5 0.6 0.4 0.8 

After Round 1  0.5 0.6 0.5 1.1 1 

After Round 2 1.3 0.8 1 0.8 0.4 

L
o

c 
3

 Prior to Round 1 4.9 0.3 0.4 0.2 0.6 

After Round 1  0.1 0.1 0.2 0.4 0.7 

After Round 2 0.8 0.2 0.4 0.5 0.3 

L
o

c 
4

 Prior to Round 1 2.8 0 0.2 0.2 0.4 

After Round 1  0.3 0 0.2 0.7 0.2 

After Round 2 1.2 0.1 0.7 0.4 0.2 

L
o

c 
5

 Prior to Round 1 2.8 0.2 0.4 0.3 0.6 

After Round 1  0.5 0.8 0.1 0.6 0.6 

After Round 2 0.7 1.5 0.5 0.8 0.3 

L
o

c 
6

 Prior to Round 1 0.9 2.4 1.5 0.6 3.6 

After Round 1  1 0 0 0 1.1 

After Round 2 3.4 0 4 2.2 0 

L
o

c 
7

 Prior to Round 1 39.1 1.5 7.1 5.8 8.6 

After Round 1  9.9 0 0.9 7.1 5.9 

After Round 2 7.7 14.9 4.6 8.7 4.9 

L
o

c 
8

 Prior to Round 1 28.8 2.5 2.7 2.5 4.6 

After Round 1  2.9 3.6 2.4 5.8 3.5 

After Round 2 2.6 8.8 2.7 10.2 1.9 

L
o

c 
9

 Prior to Round 1 22.4 1.3 2.7 3.2 4.4 

After Round 1  3.2 1.5 1.1 4.7 1.5 

After Round 2 4.9 5.9 4.5 1.4 3.9 

L
o

c 
1
0
 

Prior to Round 1 12.9 2.6 2.6 2.3 3.1 

After Round 1  1.3 1.6 1 1.6 4.2 

After Round 2 2.6 4.9 3.5 3.3 2.4 

L
o

c 
1
1

 

Prior to Round 1 15.2 3.6 2.9 2.8 6 

After Round 1  3.1 4.3 3.2 4.9 5.6 

After Round 2 6.3 5.4 3.9 1.3 3.3 

L
o

c 
1

2
 

Prior to Round 1 7.1 9.7 8.8 0.5 7.6 

After Round 1  3.4 0 0 11.1 5.5 

After Round 2 12.9 8.9 8.7 9 7.5 

L
o

c 
1
3
 

Prior to Round 1 182.3 92.6 29.6 75.9 84.9 

After Round 1  95.3 0 0 39.6 50.9 

After Round 2 96.6 97.2 65.8 65.7 81.3 

L
o

c 
1
4
 

Prior to Round 1 99.4 16.9 50.5 82.5 69.5 

After Round 1  4.9 78.6 35.2 27.3 35 

After Round 2 13.2 18 14.8 45.5 6.3 

L
o

c 
1

5
 

Prior to Round 1 149.7 44.8 43.9 23.8 55.8 

After Round 1  34.7 9.7 6.1 15.5 34.7 

After Round 2 10.3 14.2 49.1 36.5 5.4 

L
o

c 
1

6
 

Prior to Round 1 119.1 60.9 19.5 83 21.4 

After Round 1  40.9 3.2 0 0 0.1 

After Round 2 33.8 0 56.3 9.3 0 

L
o

c 
1

7
 

Prior to Round 1 86.1 49.3 108.8 25.2 35.9 

After Round 1  19.6 4.9 11.3 22.1 13.4 

After Round 2 63.2 23.2 64.7 37.4 91.3 

L
o

c 
1

8
 

Prior to Round 1 125.6 50 104.2 9 108 

After Round 1  70.9 0 0 0 25 

After Round 2 125 0.2 63.2 59.7 89.2 

  

  



36 

 

 

 Since during actual mechanical loading the maximum stress observed was 82.7 

MPa, a value of 70 MPa, which is >10 MPa lower than the maximum stress observed, 

was chosen as the threshold value for selecting ‘potential’ vulnerable sites. True positive 

and true negative crack location detection rates were computed over the four corroded 

and one pristine test panels.  A true positive crack location is correctly labeled if the 

location satisfies the Alt-SI threshold constraint, and the location in the test panel for the 

corresponding round of mechanical loading is designated as a crack site, as given in 

Table 6.1.  A true negative location is labeled correctly if the location does not satisfy the 

Alt-SI threshold constraint, and the location in the test panel for the corresponding round 

of mechanical loading is not called a crack site, as shown in Table 6.1. False positives are 

the number of cracks that were erroneously detected across all the panels, and false 

negatives are the cases when the simulated fatigue loading method failed to predict a 

crack location that was actually a crack location obtained by the mechanical loading 

process.  

Table 6.3 summarizes the locations of cracks predicted after each round of 

simulated loading.  Table 6.4 summarizes the true positive and true negative detections 

based on comparing the simulated fatigue loading vulnerable locations to the locations of 

cracks detected from the corresponding mechanical loading.   There are 18 total locations 

used for true positive and true negative scoring (from Figure 4.4).  The number on the left 

side of the slash indicates the number of vulnerable locations (true positive) and the 

number of non-vulnerable locations (true negative) found from the simulated fatigue 

loading process, and the number to the right of the slash gives the correct number of true 

positive and true negative locations, as found from mechanical loading.   The column 
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labels provide the different EC data corresponding to the times when simulated fatigue 

loading was performed (see Figure 5.2).  The results in the column “Prior to Round 1” 

refer to the simulated fatigue loading results for the EC data collected prior to the first 

round of mechanical loading and are compared to the results from round 1 of mechanical 

loading.  The simulated fatigue loading results for “After Round 1” (refers to the 

simulated fatigue testing results obtained from round 1of mechanical loading) and “After 

Round 2” (refers to the simulated fatigue testing results obtained from round 2 of 

mechanical loading) are compared to the mechanical loading results from rounds 2 and 3, 

respectively. 

Table 6.3 : Summary of crack locations identified. 

Panel  Prior to Round 1  After Round 1  After Round 2  

1 13, 14, 15, 16, 17, 18 13, 14, 15, 16, 17, 18 13, 14, 15, 16, 17, 18 

2 13 13, 14 13, 14 

3 17, 18 17, 18 17, 18 

4 13, 14, 16 13, 14, 16 13, 14, 16 

pristine 13, 18 13, 18 13, 17, 18 

  

Table 6.4 : Accuracy of simulated loading vs. mechanical loading.  
 Prior to Round 1 

loading 

After Round 1 loading After Round 2 

loading 

True 

Positive 

True 

Negative 

True 

Positive 

True 

Negative 

True 

Positive 

True 

Negative 

Panel 1 2/2 12/16 2/2 12/16 5/5 12/13 

Panel 2 1/1 17/17 2/2 16/16 - - 

Panel 3 0/0 16/18 0/1 15/17 - - 

Panel 4 0/0 15/18 1/1 15/17 2/2 15/16 

Pristine 1/2 15/16 1/3 14/15 1/3 13/15 

– denotes panels not mechanically loaded for Round 3. 

 

The accuracy for each round of simulated fatigue loading was computed by 

calculating the sum of the number of detected true positives and true negatives divided by 

the total number of positions for each round of fatigue loading.  Before round 1 of 
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mechanical loading, there were 79 locations correctly identified (4 true positive locations 

and 75 true negative locations), which yields a correct recognition rate of 87.8% using the 

structural analysis process.  After round 1 and after round 2 of mechanical loading, the 

corresponding correct recognition rates are 86.7% and 88.9%, respectively.  Note that the 

results after round 2 only include panel 1, panel 4, and the pristine panel because only 

these panels were mechanically loaded in round 3. Overall, the structural analysis process 

yielded a consistent correlation for identifying vulnerable locations compared to visual 

inspection from mechanical loading. 

  



39 

 

 

7. DISCUSSION 

 

 

 

In this research, the average material loss obtained using the data fusion based 

approach for test panel 1 was approximately 13%. Based on a report obtained from the 

Air Force Research Laboratory, where the test panels were physically analyzed for 

corrosion, the material loss in test panel 1 was measured to be approximately 16-17% 

[12].  

Comparing Figures 6.1a-6.3a with Figures 6.4a-6.6a, the presence of noise in the 

EC images provide the appearance of material loss, very minor compared to the corroded 

panels, as observed in Figures 6.1c-6.3c and Figures 6.4c-6.6c.   In general, the regions of 

corrosion in the decision level image for panels 1-4 could be detected and are 

significantly more than the pristine case resulting in significantly higher material loss as 

compared to the pristine case.   

Evaluating the simulated fatigue loading and mechanical loading results, several 

observations can be made. Test panel 4 did not produce any cracks in round 1 of the 

mechanical loading. However, the first round of the simulated fatigue loading process 

predicted cracks at locations 13, 14 and 16 (from Table 6.2). From rounds 2 and 3 of the 

mechanical loading, cracks were found in locations 13 and 14 (Table 6.2). 

Experimentally, it was observed that all cracks developed on the lower row of rivets 

(locations 13-18), suggesting a higher stress concentration at this row.  In some instances, 

visible cracks were not produced and observed. However, it is possible that small cracks 

may have initiated at the mating surfaces of each panel and, thus, be hidden from view 
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and below the EC crack detectability limit. Based on the simulated fatigue evaluation 

from ANSYS
®

, it was also found that the critical locations of the panel (locations 13-18) 

have significantly higher values as compared to the non-critical locations (1-12) from 

Figure 6.1. Furthermore, mechanical loading results showed no cracks or vulnerable areas 

in locations 1-12. These results show the predictive capability of this structural analysis 

approach for evaluation of these test panels.  

As shown in Table 6.1, most of the cracks originated in the left edge of the panel 

(locations 13/14). This could be attributed to the slight bending of the panels towards the 

left (side towards locations 1, 7, and 13 from Figure 4.4) during the mechanical loading 

process resulting in higher stress intensities towards the left side of the panels. However, 

the simulated fatigue loading results showed that stress intensities were relatively 

balanced with respect to both the left and right sides of the test panels resulting in the 

tendency of the panels to fail along both sides (locations 13/14 and 17/18).  In the 

mechanical loading results, it was observed that after the round 1 of testing, the pristine 

panel had cracked, whereas corroded panels 3 and 4 (see Table 6.1) did not, when both 

panels were subjected to the same number of fatigue cycles. This result highlights the 

utility of the structural analysis process in detecting potential vulnerable areas in 

unexpected cases such as a pristine panel. This result also highlights a possible reason for 

the true negative detections in the pristine panel for the different rounds of simulated 

fatigue loading.   

The individual plates of the test panels received selective corrosion treatments 

such that only the surfaces around the center column of rivets received corrosion on both 

mating surfaces. Subsequent riveting may have resulted in unequal distribution of 
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residual stresses and possibly imparted compressive residual stresses in locations prone to 

fatigue cracking, such as locations 13 and 14. The ANSYS
®

 FEM technique is limited in 

its ability to apply such residual stresses in the panels for the fatigue life evaluation. 
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8. CONCLUSIONS 

 

 

 

To summarize, this study involved the design and implementation of five 

aluminum lap-joint mimics, representative of aircraft lap-joints, and the process of NDE 

data acquisition, defect detection and characterization involving material loss estimation 

and three-dimensional structural model generation for finite-element modeling based 

simulated fatigue analysis and comparison with actual mechanical loading data.  The 

comprehensive structural analysis process presented in this paper (see Figure 4.1) 

provided the basis for computer-assisted analysis of a test structure based on acquired 

NDE data.  Each step of the comprehensive structural analysis process was considered 

from the perspectives of how:  1) conventional NDE methods are used to collect data to 

extract structural information from a test structure and 2) the development and 

implementation of algorithmic approaches that can be used in each step of the process to 

characterize, model, and FEM-based simulated fatiguing for direct comparison with 

actual tensile fatiguing and manual inspection of the test structure (lap-joint mimic).   

It should be noted that the algorithms for automated detect detection, defect 

characterization, material loss estimation, modeling, and FEM-based structural analysis 

of the test panel are not specifically required for the comprehensive structural analysis 

process to work.  One of the primary considerations for the algorithms referenced and 

presented for defect detection, defect characterization, and material loss estimation is that 

there was limited data available for training the algorithms.  A reference test panel [12] 

was used for providing corrosion and different levels of material loss that for algorithms 
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developed/presented in this paper.  The algorithmic approaches referenced [11] and 

presented in this paper have been experimentally shown to yield results [23] which have 

correlated reasonably well with actual inspection results of the test panels [12].  Other 

algorithms/techniques could readily be used here.    

However, the comprehensive structural analysis process attempts to address 

practical considerations in presenting an original computer-assisted testing method from 

NDE data collection through FEM-based structural analysis that would reflect actual 

analysis of a test structure.  Conventional NDE methods provide data for a test structure 

which can be used to visualize the presence of defects such as corrosion.  Current NDE 

methods and analysis techniques fall short in being able to automatically use NDE data to 

estimate material loss, quantize the regions of material loss, and generate a model of a 

test structure for FEM-based structural analysis.  The comprehensive structural analysis 

process provides for these automated steps and gives areas of potential structural 

vulnerability in the test structure as the output of the process.  The positions of potential 

vulnerability in the test structure can be validated by direct comparison to actual 

inspection results, which was done in this paper with accuracy as high as 88.9%.  

Future research would involve extending the single NDE modality approach used 

in this investigation to a multi-modal data fusion approach to better represent surface and 

subsurface information in defect detection and characterization and material loss 

estimation for the ultimate goal of generating more accurate 3-D models to be used for 

simulated fatigue loading. 
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ABSTRACT 

 

 In this research, a comprehensive multi-modal structural analysis process is 

presented that includes intra- and inter-modal NDE data fusion based on eddy current 

(EC), millimeter wave (MW), and ultrasonic (UT) data obtained from five lap-joint 

mimic test panels.  The process includes defect detection, defect characterization and 

Finite Element Modeling-based simulated fatigue loading for structural analysis. The 

multi-modal structural analysis process is evaluated using four test panels with corroded 

patches at different layers of the lap-joints and one painted pristine panel used as a 

reference. Different NDE modality combinations are examined for test panel modeling, 

including: 1) EC, 2) UT, 3) MW, 4) EC and UT, 5) EC and MW, and 6) EC, UT, and 

MW.  Experiments are performed to compare the simulated fatigue loading and the 

mechanical loading results to find susceptible-to-failure areas in the test panels.  

Experimental results showed that the EC and UT modality combination yielded a correct 

vulnerable (crack) location recognition rate of 98.8%, an improvement of 14.7% over any 

individual modality, demonstrating the potential for multi-modal data fusion for 

characterizing corrosion and defects. 
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1. INTRODUCTION 

 

 

 

Corrosion-induced aircraft structural degradation is the subject of constant 

attention and concern for those involved in maintaining operational integrity and safety of 

aging aircraft fleets (i.e., commercial, cargo and military). Hidden corrosion under paint 

or in between various lap-joint layers tends to facilitate early fatigue crack initiation and 

enhanced crack growth when the aircraft experiences in-service loadings [1, 2] . To this 

end, the U.S. Air Force has proposed a “predict and manage” scheme for corrosion 

management as a deviation from the current “find-it and fix-it” approach [3].  

To characterize and evaluate corrosion in aging aircraft structures many 

nondestructive evaluation (NDE) methods have been explored in the past and are 

currently being implemented [4-11]. In general, NDE methods may provide qualitative 

information (e.g., corroded or not) and/or quantitative evaluation (e.g., corrosion 

thickness/severity, spatial extent, etc.) about a structure. Also, each NDE method used for 

corrosion detection has its own limitations and advantageous features as outlined in detail 

in [8]. Some of the more prominent methods for aircraft structural integrity analysis, and 

more specifically for corrosion evaluation, include eddy current (EC), ultrasonic (UT), 

optical, thermography, radiography and millimeter wave (MW) methods [8].  

EC inspection systems are small, portable and inexpensive, and are capable of 

providing effective metal loss information. Both pulsed and conventional EC NDE 

methods have been used for corrosion detection in aging aircrafts [5-7]. Conventional EC 

methods can be used to provide structural metal loss/thinning information, while pulsed 
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EC methods provide material loss depth information as well [10]. Ultrasonic methods are 

effective inspection tools for a number of NDE applications and employ high frequency 

sound waves (with relatively short wavelengths in the material). Ultrasonic signal 

amplitude, frequency or time of flight (ToF) may be used to detect and evaluate a number 

of defect characteristics. Ultrasonic methods can be limited in its capability to distinguish 

features in subsequent structural layers underneath the surface layer. This is due to the 

lack of an effective sound coupling media between layers. In contrast, EC is not limited 

by these constraints, has a relatively high signal-to-noise ratio, and is able to provide 

depth information as well [4,10].  

Millimeter wave NDE methods offer several advantages for detection and 

evaluation of corrosion under paint and thick composite laminate coatings [9,12,13]. 

Millimeter wave signals can penetrate inside of low-loss dielectric materials, and are also 

sensitive to changes associated with dielectric properties and boundary interfaces, which 

make them very attractive for detecting the presence of a corrosion layer under paint. 

Near-field MW NDE techniques, employing open-ended rectangular waveguide probes, 

have been successfully used to detect the presence of corrosion and corrosion precursor 

pitting under paint and primer in both steel and aluminum substrates [9,12-17].  

However, MW signals do not penetrate inside of electrically conducting materials 

such as metals and can therefore only provide information (i.e., presence, thickness, etc.) 

about surface flaws such as pitting and corrosion under paint or dielectric coatings. 

Consequently, as it relates to the objectives of this investigation, other methods must 

complement MW methods for detecting corrosion in between the various layers of the lap 

joints.  
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Results of previous research have clearly demonstrated that an effective way to 

overcome the limitations of each NDE method is to properly integrate the results of 

several of these methods using multi-modal data fusion techniques.  In this way the 

complementary information across the various NDE modalities can be effectively 

combined to provide significantly more information than any one method individually, 

resulting in substantial increase in measurement reliability. Using complementary 

information, data fusion techniques have the potential to provide a much better and more 

comprehensive understanding of the physical process, which in this case is corrosion 

induced fatigue damage, as compared to using one sensor data or using multiple sensors 

in an independent manner [4, 8, 10, 18]. Data fusion provides a mathematical framework 

to enhance the data analysis process based on data collected from a single modality and 

processed using multiple methods (intra-modality fusion) and/or multiple modalities 

processed using one or more techniques (inter-modality fusion).  The context for data 

fusion in this investigation is to “measure” (i.e., assess and predict) corrosion-induced 

crack locations in aircraft lap joints. Pixel level multi-modal NDE data fusion techniques 

have been applied to aerospace structures using probabilistic and wavelet methods [19, 

20], and simple evidence theory as in [21] for enhanced detection of defects. NDE data 

fusion works fusing EC and UT measurement data obtained from aerospace structures 

have also been performed in [19, 22-25].    

This investigation extends the realm and results of previous research (outlined 

above) to provide a semi-automated end-to-end system, which accommodates different 

combinations of NDE data collection sources, for failure assessment of aircraft structures. 

Existing techniques which use data fusion, combine multi-modal NDE data to enhance 
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test structure visualization for analysis.  The comprehensive structural analysis process 

developed in this research advances the traditional/existing data fusion techniques in the 

context that data fusion is performed and utilized for automated structural analysis.  It 

also facilitates predictive analysis by automatically generating a geometrical model of a 

test panel based on quantized areas of material loss for FEM-based simulated fatigue 

loading. This in turn could be used for comparison to mechanical loading (actual fatigue 

loading) to identify areas of vulnerability. In this investigation, a novel end-to-end system 

has been developed that has the potential to integrate data obtained from multiple NDE 

modalities for aircraft structures in the form of data fusion.  Subsequently, it uses this 

fused data for structural analysis and evaluation using a Finite Element Modeling (FEM) 

based tool (ANSYS). The flowchart of this multi-modal structural analysis process is 

shown in Figure 1.1 [11]. 

Lap joint test panel

NDE data collection

NDE multi-modal data fusion-

based analysis for material loss 

estimation of lap joint test panel

3D model generation from 

material loss estimation 

information

FEM-based structural 

analysis for simulated 

fatigue evaluation

Mechanical testing for 

fatigue evaluation

Compare Actual and 

Simulated Fatigue Evaluation 

Results

Positions of potential 

vulnerability 

(Simulated Fatigue Evaluation)

Positions of actual 

vulnerability 

(Fatigue Evaluation)

 

Figure 1.1: Flowchart of the structural analysis process. 
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As shown in Figure 1.1, the comprehensive structural analysis process consists of 

the following seven steps after the lap-joint mimic test panel has been prepared:  

1) Collection of NDE data for the test panel,  

2) Using NDE data to perform data fusion-based corrosion detection and material loss 

estimation,  

3) Generating a 3-D model of the test panel from the material loss estimation 

information,  

4) Simulating fatigue loading of the test panel for structural analysis using FEM-based 

evaluation of the 3-D model for a designated number of cycles,  

5) Performing mechanical loading of the test panel for a designated number of cycles,  

6) Comparing simulated fatigue loading and mechanical loading results of test panels to 

identify areas of vulnerability, 

7) Repeating steps 2-6 after comparing mechanical and simulated fatigue loading results 

for validation of the process.  

The comprehensive structural analysis method provided the basis for computer-

assisted analysis of a test panel based on acquired NDE data. Each step of the 

comprehensive structural analysis process was considered with a view to: 1) understand 

how conventional NDE methods could be used to collect data to extract structural 

information from a test structure, and 2) develop and implement algorithmic approaches 

that can be used in each step of the process to characterize, model, and simulate the 

fatiguing process for direct comparison with mechanical loading.  
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2. METHODOLOGY 

 

 

 

In this section, the details of each of the seven steps outlined above (also see 

Figure 1.1) are presented.  

 

2.1. AIRCRAFT LAP-JOINT MIMIC PANEL DESCRIPTION 

 

A set of five aluminum lap-joint mimic test panels, four of which were “corroded” 

and one “pristine”, were used. These panels were constructed from ten Al 2024-T3 

aluminum plates with dimensions of 254 mm (10") by 76.2 mm (3") and with a nominal 

thickness of 1.6 mm (0.063''). Each of the five lap-joint mimics was created from two 

stacked and riveted aluminum plates. Prior to stacking and riveting, the aluminum plates 

of the corroded test panels were subjected to accelerated corrosion in a salt fog chamber 

following the ASTM B117 test standard, which is a widely used technique for evaluating 

relative corrosion in various metals and/or coatings. The salt spray chambers designed 

according to this standard are automated to maintain a specified environment within the 

chamber [26]. Figure 2.1 shows one of each set of the painted pristine and corroded 

panels, with the close-up views showing the riveted regions in each of the panels.  

 

2.2. NDE DATA COLLECTION  

 

2.2.1. Eddy Current Data.  To evaluate the properties of corrosion/defects in the 

test panels, EC measurements were performed on each of the panels for two rounds of 
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data collection at the Air Force Research Laboratory, OH, where images of the test panels 

were obtained from the painted side only corresponding to the only accessible side on an 

aircraft. The EC data collection was performed using the Boeing MAUS
©

 (Mobile 

Automated Scanner) raster scanning system, with phase lag adjustment to ascertain 

corrosion depth. The imaged area covered the corroded regions containing the rivets, as 

shown in Figure 2.1. 

 
Figure 2.1: Picture of painted pristine and corroded panels with riveted area shown.  

 

Figure 2.2a shows EC image of a reference panel with known amounts of metal 

thinning corresponding to the shown corrosion levels. They were primarily used for 
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calibration purposes for corrosion detection and material loss estimation algorithm 

development. In Figure 2.2a, physically, for example, the pixels contained in the 15% 

corrosion section represent 15% deviation from the pixels contained in the 0% corrosion 

region. Figure 2.2b shows the raster image of one of the corroded test panels.  

 

 

0% 

Corrosion

10% 

Corrosion

15% 

Corrosion

20% 

Corrosion

 

 

(a) 

 

(b) 

Figure 2.2: Reference panel and EC image of corroded test panel. 

(a) Reference panel used for calibration purposes. with areas of various levels of metal 

thinning; and (b) EC image of a corroded test panel. 

 

2.2.2. Ultrasonics Data.  Ultrasonics time-of-flight NDE data was also collected 

at the Air Force Research Laboratory, OH, in a similar fashion as those for EC. 

Measurements were conducted at a frequency of 15 MHz and raster scanned images were 

produced [27]. The Ultrasonic time-of-flight between the front wall and back wall signal 

responses were used to determine the remaining material in the panels.  Since we know 

the velocity of sound in aluminum, one can calculate the remaining material (non-

corroded material) in the test panel. We also know the thickness of the plates prior to 

their salt fog exposure, and this was verified by the reference standard, representing 0%, 

10%, 15%, and 20% material loss, as shown in Figure 2.3a (similar to the EC reference 
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panel image). Figure 2.3b shows a UT image of the riveted region, for the same test panel 

whose EC data was shown in Figure 2.2b. 

 

 

(a) 

 

(b) 

Figure 2.3: Reference panel and UT image of corroded test panel. 

 (a) Reference panel used for calibration purposes with areas of various levels of removed 

metal; and (b) UT image of corroded test panel taken at 15 MHz. 

 

2.2.3. Millimeter Wave Data.  The MW images were produced at the Applied 

Microwave Nondestructive Testing Laboratory, Missouri S&T. A MW reflectometer, 

operating at 67 GHz (V-band) consisting of a continuous-wave (CW) MW source (Gunn 

oscillator), a magic-tee (i.e., power splitter and combiner), and a diode detector was used, 

as shown in Figure 2.4. Through extensive measurements and considering trade-offs such 

as detection capability vs. spatial resolution, V-band (50-75 GHz) was shown to be a 

suitable frequency range for this investigation. As shown in Figure 2.4, a portion of the 

incident signal irradiates the sample through an open-ended rectangular waveguide probe 

with dimensions of 3.75 mm by 1.87 mm.  The reflected signal is routed to the detector 

input. In addition, a portion of the incident signal is also routed to the detector input via a 

short circuit (e.g., reference signal) at the remaining port of the magic-tee.  In this way 

the reflected and reference signals combine at the input to the detector, that behaves like a 

10% 

Corrosion

15% 

Corrosion

20% 

Corrosion

0% 

Corrosion
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mixer with a detector DC output voltage proportional to the magnitude and phase of the 

reflected signals.   

Given the small amount of expected corrosion, the phase of the reflected signal is 

mostly sensitive to the presence of corrosion. Subsequently, the lap joint panels were 

scanned by this reflectometer at certain standoff distance, producing MW images of the 

panels. These images in general are quite suitable for quantitative analysis, such as 

estimation of corrosion thickness, and data fusion with other modalities. Images were 

produced at 67 GHz for corroded and pristine panels corresponding to scanned areas of 

80 mm by 55 mm. These images were subsequently analyzed to determine the presence 

of corrosion and to evaluate corrosion thickness. It was found that the top 12 to 15 mm of 

each image consisted of non-corroded area, so that this information may be used as 

reference. Since the measurements were affected by the presence of sharp edges of the 

samples, using two orthogonal polarizations yielded a closer estimate of material loss. 

The technique for measuring the material loss (due to corrosion) is outlined in [15] in 

which a first order approximate model for the probe, not taking into account multiple 

reflections, was developed. In this investigation, the parameters of the probe were 

directly measured using a performance network analyzer. Furthermore, the actual 

detector’s input-output curve (from the datasheet) was used instead of assuming a square-

law region of operation for more accurate model compared to [15]. As a result a 

relatively accurate model was obtained that converts a reflection coefficient at the 

aperture (5) (see Figure 2.4) of the probe to a voltage output at the detector. The 

theoretical reflection coefficient at the aperture of the probe was calculated using the 

model for open-ended waveguide radiating a multilayer structure (e.g., paint-corrosion-
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conductor) [16]. The dielectric constants of similar paint and corrosion layers were 

previously measured in [30]. Ultimately a curve was constructed relating the amount of 

corrosion/metal loss to the voltage output of the probe.  

 

Figure 2.4: Schematic of the V-band millimeter wave reflectometer. 
 

 

2.3. NDE MULTI-MODAL DATA FUSION-BASED IMAGE ANALYSIS 

 

Figure 2.5 presents the multi-modal comprehensive structural analysis process 

used in this study to evaluate test panel vulnerabilities, extending the previously 

investigated process involving only uni-modal EC NDE data, the flowchart of which is 

shown in Figure 1.1 earlier [11].   

With reference to Figure 2.5, let denote the registered images 

obtained for each modality for a test panel, where, 
1 2
, ,...,

n
m m m denote the n  different 

modalities. Registering the different modality images for a test panel was performed by 

manually selecting the rivet positions, and an affine transformation was applied to 

generate images of standard size for the comprehensive structural analysis process.    

1 2, ,..., nmm m
X X X
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Figure 2.5: Overview of the multi-modal structural analysis process. 

 

The next step in the process is corrosion detection. In previous study, an Rx statistical 

method (Rx Detector) and a data-driven fuzzy logic-based (Fuzzy Detector) data fusion 

method was developed for corrosion detection [27-29]. The RX confidence value at each 
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pixel ( , )x y  of the registered modality image, nm
X  denoted as ( , )x y  with value range      

0 ≤ ( , )x y ≤ 1, is defined as:  

 ( , ) Tx y p Np   (1) 

where p is a representative signature of a corrosion patch, N is the unknown background 

covariance matrix, which is computed from the zero mean image, M. Physically, the RX 

statistic ( , )x y  measures the confidence value for corrosion detection at each pixel in 

the image ( , )I x y  where, a higher value of   would represent stronger ‘hits’ in detecting 

corrosion. 

In the fuzzy logic-based clustering method, let G denote the fuzzy set which 

represents the gray levels associated with the non-corrosion areas in the registered NDE 

input image nm
X . Then the histogram of this image  is computed, and at each bin (z) of 

the secondary histogram, the associated membership function ( )G z
 
can be expressed as 

follows:   

               
0.5

/

1
G

z t
z


 


                                 (2)

           

where t is determined empirically as 95% of the area under the secondary histogram of 

the image [11].  If  ,S x y
 
is the number of eight connected neighbors of a particular 

pixel ( , )x y  such that  ( ) ( , )nm

G z X x y 
 
and  0 ,S x y  is the number of eight 
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connected neighbors such that  ( ) ( , ) 0nm

G z X x y   then, a fuzzy clustering anomaly 

confidence measure, denoted as  ,R x y at the pixel location  ,x y  is defined as: 

  

  0 ( , )
,

( , )





S x y

R x y
S x y

                                 (3) 

where  0 , 1 R x y  and  = 0.7 from previous work [11]. For enhancing corrosion 

detection and reducing the rate of false corrosion detection, intra-modal fusion of the RX 

and Fuzzy clustering anomaly detectors was performed to generate a final corrosion mask 

for each test panel. The final corrosion mask, denoted as  ,V x y , with confidence value 

between 0 and 1, was created using a maximum-likelihood weighted-average method as 

shown in Equation 4. ( , ) x y and ( , )R x y
   denote the standard deviation for the RX and 

fuzzy ratio confidence maps.  

                      

     

   

22

( , ) ( , )

22

( , ) ( , )

( , ) ,
( , )

x y R x y

x y R x y

x y R x y
V x y





 



  

 





         

(4)

 

 

In [11], the data fusion method involved obtaining the decision-level fusion image 

(representing detected corrosion) from EC images only. In this study, a two-step data 

fusion approach was developed capable of combining NDE data from multiple modalities 

to create a final decision-level fusion image (see Figure 2.6).  

First, the multi-modal fusion between the results of the individual anomaly 

detectors (Rx and Fuzzy Detectors) was determined to create the fused detector level 

image. Second, the decision-level multi-modal fusion of the Rx and Fuzzy Detector 

images to produce the multi-modal decision-level fusion image.  
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Figure 2.6: Various modality combinations. 
 

The Rx and Fuzzy detector images, as applied to the original modal images, are 

denoted as , ,…,  and , ,…, , respectively.  The next step 

involved the fusion of the detector images using a maximum-likelihood based method 

[8], which is given in Equations (5) and (6), where and denote 

the fused Rx detector and Fuzzy detector images for the modality combination 

1 2 n
{m ,m ,...,m } , respectively, while and , ,….,
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Rx
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denote the corresponding Rx and Fuzzy detector standard deviations from application to 

the original images, respectively.  

         

            

                 (5) 

                             (6) 

Then,  and  represent the standard deviation for the fused Rx and 

fused Fuzzy Detector images, respectively. Hence, the multi-modal decision-level fusion 

image is represented as , and obtained as shown in Equation (7).  
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(7) 

 

If ,  and  denote the images that are obtained using the three 

different modalities, then ,  and Let ,  and  represent the 

Rx Detector images of the EC, UT and MW modalities, respectively. Similarly, , 

 and  represent the corresponding Fuzzy Detector images. Then, the fused 

Rx Detector images are represented as ,  and  (Equations (8)-

(10)) for the{ , }EC UT , { , }EC MW and, { , , }EC UT MW   cases.  
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  (9) 

   (10)

 

Similarly, the fused Fuzzy Detector images are represented as ,   and 

 (Equations (11)-(13)). 

 

  (11) 

 

  (12) 

 

  (13) 

The decision-level fusion images were obtained utilizing the detector level fusion images 

using the same maximum likelihood scheme defined earlier [31].  

Extending Equation (7) for the EC, UT and MW modalities, the decision-level 

fusion images for the multi-modal case is mathematically expressed by , 

 and as shown in Equations (14)-(16), for the { , }EC UT  , 

{ , }EC MW  and, { , , }EC UT MW  modality combinations, respectively. 
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                                               (14) 

 

                  (15) 

 

                 (16)

 

 

Once the decision-level fusion image is obtained for corrosion detection, the next step in 

the overall process is to compute the material loss estimation image, denoted as 

(see Figure 2.5), which gives information about the material loss in the test 

panel and that is used to create the 3-D models for FEM-based simulated fatigue testing. 

At the non-zero confidence values in the final decision-level fusion image, i.e.
 

   1 2, ,...,
, 0nm m m

D x y  , the material loss estimation map was created for each position 

 ,x y , using interpolation of cluster distance from representative material loss signatures 

of 0%, 10%, 15% and 20% determined from the reference panel.  The clustering 

technique can be represented as follows [27].  

For each image pixel,
 

   1 2, ,...,
,nm m m

D x y  where 
   1 2, ,...,

, 0nm m m
D x y  , the feature 

vector          1 2 1 2, ,..., , ,...,
, ,      ,  n n

T
m m m m m m

normF x y D x y D x y 
 

is created, where:  
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   

    1 2

1 2

, ,...,

0, ,...,

0

, -
,

n

n

m m m

m m m

norm

D x y m
D x y


 , 

 

Inorm x,y =
(I x,y -m0)

 0
 , and 0m and 0 are 

the mean and standard deviation values of 0% (background/no-corrosion region) material 

loss from the reference panel (Figure 2.2(a) for EC and Figure 2.3(a) for UT NDE data; 

sample reference panel schematic is shown in Figure 2.7).  The Euclidean distance, 

denoted as 
   1 2, ,...,

,nm m m

MD x y  at the output of the Defect Detection, Characterization and 

Material Loss Estimation block in Figure 2.5, is computed between  ,F x y  and median 

feature vectors determined from the reference panel for the 0% (
   1 2, ,...,

0 ,nm m m
D x y ), 10% (

   1 2, ,...,

10 ,nm m m
D x y ), 15%

 
(

   1 2, ,...,

15 ,nm m m
D x y ), and 20% (

   1 2, ,...,

20 ,nm m m
D x y )

 
material loss 

estimates.  Finally, interpolation of the Euclidean distances is used for creating the 

material loss estimation map for the fused model 1 2 n
{m ,m ,...,m }.   

0% corrosion

(background)

20% corrosion 15% corrosion 10% corrosion

 

Figure 2.7: Sample schematic of reference panel used for material loss estimation. 

 

For the different modality combinations used in this research, { , }EC UT ,

{ , }EC MW  and, { , , }EC UT MW , the material loss estimation produces the final material 
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loss estimation images, ,  and  respectively. Experimental 

results for the data fusion based experiments have been presented in Section 3.1 of the 

paper. 

 

2.4. TEST PANEL MODEL GENERATION 

 

Using the material loss estimation information obtained in the previous section, a 

3-D geometrical model representation for the riveted test panels was generated. A 

localized non-overlapping windowing method was used for the 3-D model generation. 

This involved dividing the height and width dimensions of the test panel into 10x10 

(approximately 5 mm x 5 mm) non-overlapping windows.  The average material loss 

over every non-overlapping window was estimated, and the center of mass was 

computed. Finally, a circular puck-like region was created with a thickness equal to the 

average material loss of the 10x10 window, and area equal to the number of non-zero 

pixels (indicating corrosion) present in the same window.  

The circular puck-like region was then centered (using the center of mass 

information) within the non-overlapping window. An example of a 3-D model obtained 

for test panel 1 for the { , , }EC UT MW  modality combination is shown in Figure 2.8, 

illustrated using ANSYS
®

. It is worthwhile to mention here that the puck-like regions 

shown in Figure 2.8 are actually solid material loss regions, which could not be visually 

represented using the ANSYS
®

 display tool.  Also, note that the 3-D modeling method 

was developed based on constraints in ANSYS
®

, which is used for simulated fatigue 

loading of the test panels [11].    

 

{ , }EC UT
F

{ , }EC MW
F

{ , , }EC UT MW
F
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                      (a)                            (b) 

Figure 2.8: 3-D Model generation for a test panel. 

(a) Showing corroded patches obtained using localized non-overlapping window method, 

displayed using ANSYS® for test panel 1 for the {EC, UT, MW} modality combination; 

and (b) Snapshot of the meshed model. 
 

 

 

2.5. SIMULATED FATIGUE LOADING OF TEST PANELS 

 

The ANSYS
®

 Mechanical APDL tool was used to perform the simulated fatigue 

loading based on the 3-D model of the panel. The 3-D model was subjected to boundary 

conditions so as to simulate the mechanical loading (details of mechanical loading is 

Corrosion 

Patches 
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presented in the next section). A fixed load was applied to the top end of the panel while 

a cyclical load was applied to the bottom. The loading of the panels was done in 

conjunction with the Fatigue Analysis module in ANSYS
®

 to perform the simulated 

fatigue evaluation of the test panels.  

A standard method, based on analyzing cyclic loading of structures, was used for 

performing the simulated fatigue loading [32]. To measure the vulnerability of a specific 

node/region within the 3-D model of the test panels, the Alternating Stress Intensity (Alt-

SI) values for all the nodes of the meshed panel were determined using ANSYS
®

 Fatigue 

Analysis tool. The Alt-SI values at the nodes of the finite elements essentially are 

representative of the degree of stress at the nodes. A higher Alt-SI value at a node 

indicates that that particular node/area is more vulnerable to damage as compared to 

nodes with lower Alt-SI values.  

Previous research has shown that most of the damage/failure in these test panels 

occurred at the sides of the rivets, horizontally [11]. Based on this, only the Alt-SI values 

of the nodes around the rivets were used for comparison to the mechanical loading data.  

Figure 2.9a shows the 3-D FEM based model of the test panel while Figure 2.9(b) shows 

the riveted region of the test panel with the nodes (circled in blue) whose Alt-SI values 

were used for comparison with mechanical loading results. Experimental results obtained 

from the simulated fatigue loading and its comparison to mechanical loading is presented 

in Section 3. 3. 
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             (a)                                (b) 

  

Figure 2.9: Meshed model showing the nodes under analysis. 

(a) Entire 3-D model for the {EC,UT,MW} modality combination; (b) Zoomed-in view 

of the riveted region with the nodes whose Alt-SI values are recorded shown in circles. 
 

 

2.6. MECHANICAL LOADING OF TEST PANELS 

 

The test panels were subjected to two rounds of mechanical loading. NDE data 

was collected before each round of mechanical loading for visual identification of cracks 

in the test panels to compare with the vulnerable locations found with simulated fatigue 

loading (obtained using NDE data) with each round of mechanical loading (actual fatigue 

testing) data.  

For the mechanical loading, the test panels were cyclically loaded between 1.04 

kN and 10.4 kN (load ratio, R = Pmin/Pmax = 0.1) at a frequency of 4 Hz for approximately 

30,000 cycles across the two rounds of loading. The mechanical loading setup is shown 

in Figure 2.10.  
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Figure 2.10: Cyclical mechanical loading setup. 

 

In-situ strain measurement of the test panel was attempted using a MTS LX 300 laser 

extensometer. However, the test did not produce meaningful data as the test panels got 

deflected around the front rivet portion upon application of the load. Figure 2.11 shows 

this phenomenon.  

Fixed Load 

Actuator 

Panel under test 
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      (a)                                 (b) 

Figure 2.11: Side view schematic of the panel (a) unloaded and (b) loaded. 

 

Since the strain measurements could not be carried out, the panels were visually 

inspected after each round of mechanical loading and also photographed using a 

stereomicroscope to inspect for cracks after each round of mechanical loading. These 

cracks were meant to simulate in-service flaws.  The first round of mechanical loading 

was intended to initiate small fatigue cracks, wherein, the test panels were cyclically 

loaded until a crack was noticed (see Table 3.1). For the second round of mechanical 

loading, cracks were allowed to grow to twice their former lengths or if no cracks 

originated in the first round, cracks were initiated and allowed to grow to a length of ~3 

mm.  The experimental results for the mechanical loading are presented in Section 3. 2.  

Deflection around 

the riveted region 

Load applied 

Fixed Load 

Panel under 

test 
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3. EXPERIMENTAL RESULTS 

 

 

 

3.1. MULTI-MODAL DATA FUSION EXPERIMENTS 

 

The NDE data collected from the three modalities were subjected to the RX and 

Fuzzy detectors and then to the decision-level fusion process, the details of which have 

been explained in Section 2.3. Experimental results for the raw EC, UT and MW images, 

with their respective material loss estimation images are shown in Figures 3.1-3.3, with 

the reference scale for material loss estimation between 0% and 20% are presented for 

corroded test panel 1.  Figure 3.1 presents EC NDE measurement data before round 1 of 

mechanical loading [11], Figure 3.2 presents the UT data and Figure 3.3 shows the MW 

data. The material loss estimation images using the data fusion method for the individual 

modalities were performed so that the results could be compared to the multi-modal data 

fusion-based material loss estimation method. 

                

                (a)                       (b) 

Figure 3.1: EC and Material loss estimation data of test panel 1. 

Data collected and data fusion based material loss estimation algorithm results for test 

panel 1 before round 1 of mechanical loading.  (a) EC data for test panel 1, (b) material 

loss estimation map with reference scale. 
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                 (a)  (b) 

Figure 3.2: Data collected and data fusion based material loss estimation result. 

Results for test panel before round 1 of mechanical loading.  (a) UT data for test panel 1, 

(b) material loss estimation map with reference scale. 

 

 

 

(a)  (b) 

Figure 3.3: Data collected and data fusion based material loss estimation.  

Results for test panel 1 before round 1 of mechanical loading. (a) MW data for test panel 

1, (b) material loss estimation map with reference scale. 

 

 Once the material loss estimation results for all three modalities were obtained, 

the multi-modal data fusion algorithm explained in Section 2.3 was used to obtain the 

material loss estimation images.  
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 For test panel 1, Figure 3.4a shows the EC and UT fused results, Figure 3.4b 

shows the EC and MW fused results while the EC, UT and MW fused results for the 

NDE data obtained before the first round of mechanical loading are shown in Figure 3.4c. 

 

 

 

 

       (a)         (b)          (c) 

Figure 3.4: Multi-modal data fusion based material loss estimation for panel 1. 

 NDE data obtained before round 1of mechanical loading.  (a) EC and UT fused result; 

(b) EC and MW fused result; and (c) EC, UT and MW fused result. 
 

 

3.2. MECHANICAL LOADING RESULTS FOR TEST PANELS    

 

During the mechanical loading of the panels we observed that all of the cracks 

developed on the lower row of rivets, suggesting a higher stress concentration at this row.  

Table 3.1 presents a summary of the mechanical loading crack locations across the two 

rounds of mechanical loading [11]. These results are used for comparison purposes with 

the crack locations predicted by the data fusion based simulated fatigue loading process 

using FEM structural modeling and analysis.  
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Table 3.1: Summary of crack locations for two rounds of mechanical loading.  

Panel # 
Crack locations found after 

Round 1 of mechanical loading 

Cracks locations found after 

Round 2 of mechanical loading 

1  13, 15 13, 15 

2 13 13, 14 

3 None 14 

4 None 14 

6 13, 16 13, 14, 16 

 

 

3.3. SIMULATED FATIGUE LOADING RESULTS  

 

For simulated fatigue loading, the Alt-SI (stress intensity) values were analyzed 

for the critical and non-critical locations of the test panel. Since all the cracks found from 

mechanical loading were in the lowest row of the rivets, these panel locations were 

designated as the critical locations of the panel (locations 13-18), as shown in from 

Figure 3.5. The other regions of the panel, viz. locations 1-12 are designated as the non-

critical panel locations. Table 3.2 provides a summary of the Alt-SI values at the critical 

and non-critical locations (nodes) of the test panel 1 after the simulated fatigue loading. 

 

Figure 3.5:  Location key for crack initiation sites in test panels.   
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Table 3.2: Summary of Alt-SI values for test panel 1.  

 

Before round 1 of actual loading Before round 2 of actual loading 

{EC,UT} 

(MPa) 

{EC,MW} 

(MPa) 

{EC,UT,MW} 

(MPa) 

{EC,UT} 

(MPa) 

{EC,MW} 

(MPa) 

{EC,UT,MW} 

(MPa) 

Location 1 3.2 2.7 2.2 5.5 4.7 8.1 

Location 2 0.2 1.3 0.8 1.0 0.6 0.3 

Location 3 0.7 1.0 0.6 1.1 0.5 0.2 

Location 4 0.5 1.3 0.4 0.7 0.5 0.2 

Location 5 0.2 1.3 0.6 1.0 0.3 0.0 

Location 6 3.9 2.2 3.5 5.5 9.7 6.4 

Location 7 28.7 28.0 8.5 6.8 2.2 2.5 

Location 8 1.1 0.8 4.5 3.7 3.0 1.2 

Location 9 2.1 6.5 4.3 3.8 5.0 1.7 

Location 10 0.4 1.0 3.0 3.6 4.8 0.8 

Location 11 2.7 1.4 5.9 2.8 1.5 1.2 

Location 12 4.8 5.0 4.0 21.0 5.1 0.8 

Location 13 134.9 109.3 83.6 55.6 84.1 76.9 

Location 14 72.9 63.2 70.5 108.1 67.5 45.0 

Location 15 57.5 75.9 55.0 70.7 64.6 51.9 

Location 16 33.2 92.7 21.1 46.5 54.5 47.4 

Location 17 9.2 63.5 35.3 55.4 47.9 36.0 

Location 18 40.0 34.7 37.4 45.4 54.8 43.3 

 

Furthermore, the crack locations identified during the mechanical loading (Table 

3.1) exhibited no cracks in the test panels at locations 1-12. All the detected cracks were 

between locations 13-18.  

Table 3.3 gives the Alt-SI values for the different locations from Figure 3.5 for 

test panel 1 for different modality combinations. Similar data tables were generated for 

test panels 1-4 and the pristine panel. Table 3.3 presents the Alt-SI values for test panels 

1-4 and the pristine panel for the { , }EC UT  modality combination. 

 



79 

 

 

Table 3.3: Alt-SI values for test panels 1-4 and pristine panel {EC, UT}.  

 
Before round 1 of actual loading (in MPa) Before round 2 of actual loading (in MPa) 

Test 

Panel 

1 

Test 

Panel 2 

Test 

Panel 3 

Test 

Panel 4 

Pristine 

Panel 

Test 

Panel 1 

Test 

Panel 2 

Test 

Panel 3 

Test 

Panel 4 

Pristine 

Panel 

Location 1 3.2 0.8 3.4 1.3 1.5 5.5 2.3 9.1 10.0 12.7 

Location 2 0.2 0.5 4.6 2.3 1.0 1.0 0.4 0.7 0.5 2.0 

Location 3 0.7 0.4 4.2 3.3 0.7 1.1 0.4 0.5 0.5 1.7 

Location 4 0.5 0.5 6.0 1.7 0.2 0.7 0.3 0.4 0.7 1.2 

Location 5 0.2 0.6 5.5 2.3 0.5 1.0 0.1 0.1 0.2 0.3 

Location 6 3.9 2.0 2.4 18.8 1.1 5.5 8.0 1.4 9.1 1.6 

Location 7 28.7 4.8 6.8 33.4 5.8 6.8 11.5 9.7 24.3 3.0 

Location 8 1.1 3.3 3.5 8.8 3.5 3.7 2.3 1.6 3.9 4.4 

Location 9 2.1 2.0 10.9 9.2 1.4 3.8 2.4 2.0 4.0 4.3 

Location 10 0.4 0.4 0.9 7.4 4.1 3.6 11.4 3.1 4.9 4.0 

Location 11 2.7 1.6 2.6 6.3 5.5 2.8 1.7 2.2 3.0 4.5 

Location 12 4.8 1.7 3.9 6.4 5.4 21.0 5.1 3.6 6.1 34.1 

Location 13 134.9 44.0 48.7 56.2 50.1 55.6 73.0 32.9 49.4 92.8 

Location 14 72.9 35.6 33.3 55.4 1.0 108.1 58.2 110.9 56.7 60.8 

Location 15 57.5 39.3 53.6 51.4 34.2 70.7 47.0 56.6 49.0 49.1 

Location 16 33.2 26.2 31.3 55.8 34.5 46.5 43.1 39.7 49.3 67.1 

Location 17 9.2 26.1 36.5 53.2 13.2 55.4 42.1 50.1 53.9 46.2 

Location 18 40.0 53.0 49.6 51.1 24.6 45.4 56.3 53.2 61.7 59.5 

 

A fuzzy-set approach was used to find the cutoff value for automatic detection of the 

cracks from the Alt-SI values of the simulated fatigue loading of the panels. A fuzzy set 

P  provides the degree of vulnerability in a structure (corroded and pristine panels) at a 

specified position in terms of Alt-SI.  Let ( )
P

V  represent the membership value in P  

for an Alt-SI value,V , determined in a structure at a specified position. ( )
P

V
 
is defined 

in Equation 17: 

70
70

1

,  if - <
( )   

,  otherwise
P

V
Alt SI MPa

V




 

                    

(17) 
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Figure 3.6:  Fuzzy-logic based method of automatically finding the threshold. 

 

Figure 3.6 shows the membership function ( )
P

V . Alpha-cuts ( ) on the fuzzy set P

were examined for determining test panel vulnerability positions, where all positions with 

( )
P

V   are designated as vulnerable for 0 1   as shown in Equation 18. 

 

          

1
0 1

0

P
,  if  (V)

Vulnerability for 
,  otherwise

 


  
   
                                

(18) 

 

An alpha-cut value of 0.45 ( 0 45 . ) produced the best results, the details of which for 

each test panel and each modality combination for all the two rounds of simulated fatigue 

loading are summarized in Table 3.4.  True Positive (TP) and True Negative (TP) crack 

location detection rates were computed over the four corroded and one pristine test 

panels.  A true positive crack location is correctly labeled if the location satisfies the Alt-

SI threshold constraint, and the location in the test panel for the corresponding round of 
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mechanical loading is designated as a crack site, as given in Table 3.1.  A true negative 

location is labeled correctly if the location does not satisfy the Alt-SI threshold constraint, 

and the location in the test panel for the corresponding round of mechanical loading is not 

called a crack site, as shown in Table 3.1. False positives are the number of cracks that 

were erroneously detected across all panels, and false negatives refer to cases when the 

simulated fatigue loading method failed to predict a crack location that was actually a 

crack location obtained by the mechanical loading process. For each round of loading, 

and for each modality combination, 18 total number of true positive and true negative 

locations resulted.  In Table 3.4, the number on the left side of the slash indicates the 

number of vulnerable locations (true positive) and the number of non-vulnerable 

locations (true negative) found from the simulated fatigue loading process, and the 

number to the right of the slash gives the true positive and true negative locations as 

found from mechanical loading.    

 

Table 3.4: Accuracy metrics of simulated fatigue loading vs. mechanical loading.  
 Before round 1 of mechanical loading Before round 2 of mechanical loading 

True Positive True Negative True Positive True Negative 

{EC,UT} {EC,MW} {EC,UT,MW} {EC,UT} {EC,MW} {EC,UT,MW} {EC,UT} {EC,MW} {EC,UT,MW} {EC,UT} {EC,MW} {EC,UT,MW} 

Panel 1 2/2 2/2 2/2 14/16 12/16 13/16 2/2 2/2 2/2 12/16 12/16 12/16 

Panel 2 1/1 1/1 1/1 17/17 17/17 17/17 2/2 2/2 2/2 16/16 16/16 16/16 

Panel 3 0/0 0/0 0/0 18/18 18/18 18/18 1/1 1/1 1/1 17/17 17/17 17/17 

Panel 4 0/0 0/0 0/0 18/18 18/18 18/18 1/1 1/1 1/1 17/17 17/17 17/17 

pristine 2/2 2/2 1/2 16/16 16/16 16/16 3/3 2/3 1/3 15/15 15/15 15/15 

Total 5/5 5/5 4/5 83/85 81/85 82/85 9/9 8/9 7/9 77/81 77/81 77/81 
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The accuracy for each round of simulated fatigue loading is computed by calculating the 

sum of true positives and true negatives detected divided by the total number of positions 

for each round of the mechanical loading. Table 3.5 shows the summarized results 

obtained using this method. Inspecting the Overall Accuracies (OA) in Table 3.5, all 

multi-modal NDE data combinations yielded higher Overall Accuracies (OA) than the 

individual modalities.   

For the multi-modal fused data, the correct prediction rate was as high as 98.8% 

for the { , }EC UT  case before round 1 of mechanical loading. It should be noted that 

since the MW data was obtained for one round only, Table 3.5 shows the MW data same 

for before and after round 1 of actual loading. In general, the data fusion process yielded 

a consistent correlation for vulnerability location compared to visual inspection from 

mechanical loading. 

 

Table 3.5: Summary of accuracy metrics. 
 {EC} (%) {UT} (%) {MW} (%) {EC,UT} (%) {EC,MW} (%) {EC,UT,MW} (%) 

TP TN OA TP TN OA TP TN OA TP TN OA TP TN OA TP TN OA 

Before 

round 

1 of 

actual 

loading 

80.0 88.2 84.1 80.0 81.1 80.6 75.0 73.2 74.1 100.0 97.6 98.8 100.0 95.3 97.7 80.0 96.5 88.2 

Before 

round 

2 of 

actual 

loading 

66.7 88.9 77.8 75.0 78.1 76.6 75.0 73.2 74.1 100.0 95.1 97.5 88.9 95.1 92.0 77.8 95.1 86.5 
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4. CONCLUSIONS 

 

 

 

For the comprehensive structural analysis process explored in this research, 

different NDE modality combinations were examined for test panel modeling, including:  

1) EC, 2) UT, 3) MW, 4) EC and UT, 5) EC and MW, and 6) EC, UT, and MW.  From 

Table 5, experimental results showed that using multi-modal NDE data for test panel 

modeling improved vulnerability discrimination over individual modality NDE data for 

test panel modeling.  Eddy Current-based models yielded the highest single-modality 

vulnerability recognition rate for the test panels examined. Different NDE modalities 

provide different perspectives of the test panel that can be used to enhance the decision 

making process.  However, each modality has relative strengths.  Eddy Current and UT 

were collected at relatively low frequencies.  With the material properties of Aluminum, 

these modalities provide depth information about the corrosion and defects present in the 

different layers of the test panels.  Millimeter Wave NDE data was collected at relatively 

high frequencies and provide surface information about the presence of corrosion and its 

severity (e.g., thickness) in the test panels.   

Experimental results showed that the EC and UT modality combination yielded 

the highest correct vulnerable (crack) location recognition rate compared to cracks 

identified with mechanical loading. Experimental results also showed that the MW 

modality gave the lowest correct vulnerable location recognition rate compared to 

mechanical loading. This modality, as applied, was more sensitive to the presence and 

severity of corrosion and corrosion pitting than detecting tiny cracks around rivets. These 
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experimental results appear to indicate that:  1) there is complementary information in the 

different NDE modalities that can be used to enhance vulnerability recognition and 

assessment in the experimental test panels and, 2) more NDE sources for data fusion to 

characterize corrosion and defects does not necessarily translate into better vulnerable 

location recognition.  The utility of data fusion here is to facilitate better characterization 

of the corrosion and defects present within the test panels for generating models 

representative of the actual test panels so that vulnerable locations may be accurately 

identified with simulated fatigue loading.  The severe corrosion regions within the test 

panels scatter the NDE signals in a similar fashion as a small closed crack.  Thus, 

detection of a crack in a severely corroded region may not be possible, and this may have 

contributed to the MW method not indicating crack locations but indicating severe 

corrosion.  Experiments were performed to determine vulnerable regions in the test 

panels using the comprehensive structural analysis process for different NDE modality 

combinations to characterize corrosion and defects present to generate geometrical 

models for simulated fatigue loading.  Characterizing corrosion and defects throughout 

the test panel (i.e. depth information) is important for vulnerability determination, as the 

vulnerability recognition results show for the fused EC and UT NDE modalities. 

The comprehensive structural analysis process facilitates the collection of multi-

modal NDE data (EC, UT and MW data were collected in this study) from a test 

structure.  Intra- and inter-modality fusion were performed to detect corrosion and defects 

and to quantify the amount and location of the corrosion and defects in the test panel, i.e. 

material loss estimation, for automatically developing a model of the test panel.  The 

purpose of data fusion, in this research, is to improve the detection capability of corrosion 
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and other defects and anomalies in a test panel based on collected NDE data.  The model 

of the test panel is analyzed using an FEM-based tool (ANSYS
®

 in this study) for 

simulated fatigue loading to determine where the test panel is vulnerable to failure.  As 

part of this comprehensive process, a fuzzy logic-based algorithm automatically 

determines the test point locations based on the Alt-SI values obtained from FEM-based 

modeling where the test panel is vulnerable based on the FEM simulated stress 

intensities.  Traditional/existing techniques which use data fusion combine multi-modal 

NDE data to enhance test structure visualization for analysis.  This comprehensive 

process advances traditional/existing data fusion techniques in the context that data 

fusion is performed and utilized for automated structural analysis.  It also facilitates 

predictive analysis by automatically generating a geometrical model of a test panel based 

on quantized areas of material loss for FEM-based simulated fatigue loading which can 

be used for comparison to mechanical loading (as was done in this study) and for 

simulation of the test panel to failure (as was done in this study) to identify areas of 

vulnerability. 

Future research will explore different types of data fusion approaches to combine 

NDE modality data to characterize the test structures to attempt to integrate unique 

information from each modality. In order to address the limitations of FEM-based 

methods in their ability to predict fatigue, more specialized numerical modeling 

techniques need to be investigated which would allow the generation of a more 

consistently structured mesh or a consistently refined mesh in which it is possible to 

acquire stress data from the same location between meshing increments, which would 

allow for more consistent prediction of stresses.  
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ABSTRACT 

 

In this research, automatic detection and recognition of text labels in biomedical 

publication images is investigated. The broader objective is to correlate regions of 

interest with text labels within a biomedical image to descriptive texts and derived 

biomedical concepts that may appear in the form of image captions or discussions. This 

paper presents image analysis and feature-based approaches to extract specific regions of 

interest within images in biomedical publications and to segment and recognize 

characters in those regions. A data set of 6515 characters were extracted and analyzed 

from text labels in 200 images contained in articles from the British Journal of Oral and 

Maxillofacial Surgery. Character recognition experiments using 185 geometry, exemplar-

based correlation, Fourier descriptors, and profile-based basis function correlation 

features yielded a correct recognition rate as high as 94.27% with a support vector 

machine classifier, compared to a 75.90% correct recognition rate with a benchmark 

OCR technique. 
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1. INTRODUCTION 

 

 

 

Essential information is often conveyed through images in biomedical 

publications. Images such as diagrams, tables, histograms and flowcharts are typically 

rich in content, summarizing the important results/methods presented in an article. Such 

images, when used in conjunction with either the image caption text or the image 

citations (mention) in the publications, can enhance the performance of Clinical Decision 

Support (CDS) systems [1-3]. In previous studies, the retrieval of biomedical information 

for CDS has been primarily text-based, limited mainly to bibliographic information. To 

that end, traditional Content-Based Image Retrieval (CBIR) provides automated indexing 

and retrieval of large image collections. Biomedical images for a given modality (e.g. 

MRI, Histology or X-Ray) are however very similar in nature. Therefore, existing CBIR 

techniques based only on the visual features (texture/shape) of images are not sufficient 

for accurate retrieval of biomedical images [4-7]. In addition to text (image 

captions/citations) and visual features, retrieving characters from biomedical images is 

necessary to obtain complementary information for enhanced CBIR.  

As part of CBIR, regions of interest (ROIs) within biomedical images are those 

which contain illustrations such as arrows/symbols/text-labels. Commonly used methods 

for CBIR, however, do not utilize these ROIs. The semantic gap in biomedical image 

analysis can be reduced by characterizing the ROIs, as compared to only analyzing the 

image as a single entity [2-3]. Lehmann et al. proposed that three additional semantic 

abstraction levels are required of CBIR systems to understand complex medical 



92 

 

 

knowledge [8]. These include low-level medical information to understand the imaging 

modality, mid-level information obtained from ROIs, and high-level information 

obtained from the spatial relationships of ROIs [8-11]. 

Images in biomedical articles are generally of two types: regular images and 

graphical images. Regular images include MRIs, CT-Scans, X-rays, photographs and so 

forth. Graphical images, such as diagrams, statistical charts, flowcharts, and tables 

represent images that are created to either illustrate biomedical concepts or allow for 

biomedical data analysis. In previous studies involving CBIR, classification of graphical 

images into its various modalities have been successfully performed [12-14]. The 

information present within these graphical images must be extracted, however, to support 

both multimodal (image + text) biomedical information retrieval and CDS [15-16]. The 

study presented in this paper is focused on enhancing the retrieval of textual information 

from biomedical images.  

As previously stated, authors often include several forms of annotations with their 

images. These annotations include but are not limited to text, text labels (e.g., A, B, and 

C), pointers (e.g., arrows and arrowheads) and symbols (e.g., asterisk). Such annotations 

are used to identify a ROI in the image. In previous CBIR-based research, arrow 

detection has been found to be successful in several types of biomedical images [16-20]. 

The integration of semantic annotation and information visualization was performed by 

Herold et.al to analyze fluorescence micrographs of tissue samples for CBIR applications 

[19]. Previous studies have analyzed biomedical images with text-like characteristics for 

both the extraction and recognition of textual characters [20-25]. 
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Image features such as color, shape and texture have been previously investigated 

for analyzing the modality of biomedical images [26-36]. Techniques such as wavelet 

decomposition [37, 38], hierarchical methods [39], and multi-modal detection [26-27, 40] 

were used to analyze the graphical content in biomedical images. Hybrid feature 

extraction methods were examined to improve the information derived from the low-level 

features [26-28]. The framework of this study focuses on extracting characters/text from 

biomedical images, as compared to analyzing the whole image. Therefore, geometry and 

correlation-based features were developed in conjunction with texture features for 

automatic character recognition [14, 41]. Unlike conventional CBIR schemes that extract 

features from the entire image, in this research, features were extracted only from specific 

ROIs. Such ROIs were analyzed by first localizing and then recognizing text regions 

typical of annotations within biomedical images.  

Previous research to both extract and classify text regions from biomedical 

images include methods/tools such as the BioText search engine [20], Yale Image Finder 

(YIF) [22-23], TextFinder [21] and FigText [28]. The BioText allows users to both 

search and browse articles for image captions [20]. For FigText, biomedical text 

extraction is conducted through not only image processing but also text recognition using 

a commercially available OCR [28]. More recent works in text recognition from 

biomedical images include the YIF. The YIF uses an iterative text detection algorithm 

followed by text recognition using a commercial OCR [22-23].  

This research was built on previous methods by using an automated text detection 

and recognition technique. The method developed in this study was used to extract, parse 

and classify individual characters from text blocks found in biomedical images. The 
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proposed approach was compared to a benchmark OCR technique for character 

recognition. The flowchart in Figure 1.1 summarizes the main steps developed in this 

study. 

 

Figure 1.1: Overview of the image analysis steps. 

 

 The remainder of the paper is organized as follows. Section 2 presents the 

methodology used in this research. Section 3 presents the experiments performed while 

Section 4 contains both the experimental results and analysis. Section 5 summarizes the 

study presented in this paper. 

 

 

 

 

 

Biomedical images 

Detection of horizontal and vertical 

text blocks from biomedical images  

Create fused image by combining 

horizontal and vertical text blocks 

Segmentation of individual 

characters from detected text blocks 

Character normalization 

and feature extraction 
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2. METHODOLOGY  

 

 

This section presents the methods investigated for automated detection and 

recognition of characters within biomedical images. Image analysis techniques explored 

for character detection include projection-based automated text block detection, followed 

by segmentation of the text blocks into individual characters (as shown in Figure 1.1). 

Features were extracted from these individual character images and used as inputs for an 

SVM-based classifier. The following sections contain details regarding each step in the 

overall text detection and recognition algorithm developed in this study.  

 

2.1. DATA SET INVESTIGATED 

 

For this research, a set of annotated images were examined from 2004-2005 

issues of the British Journal of Oral and Maxillofacial Surgery [15]. More specifically, 

automatic text extraction, text analysis, and character recognition were performed on 200 

annotated images. These images contained 2708 text blocks with 6515 characters. The 

experimental data set consisted of manual class labeling of characters in the alphabetic 

classes a-z and A-Z for character classification.  

 

2.2. DETECTION OF HORIZONTAL AND VERTICAL TEXT BLOCKS 

 

The first step in the development of the automated text detection and recognition 

system involved identifying the text found in biomedical images. Several studies have 

been performed to detect text within images. Ohya et al. presented an algorithm for text 
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detection [42]. This algorithm detected character components according to differences in 

gray-level and correlated the components with standard character forms. A limitation to 

this approach is that it could not address changes in either the color or the orientation of 

the text blocks present in the image. Zhong et al. introduced a RGB color histogram-

based method for finding texts blocks in color images [43]. Text detection has also been 

achieved using both neural network-based approaches [44-45] and a support vector 

machine (SVM)-based method [46] to detect text within video.  

A projection-based text region detection method was used in this study to extend 

the approach developed by Xu et al. [22-23].  The steps of the algorithm implemented in 

this study are presented as follows. Given an input binary image I  (see Figure 2.1a):  

 

Step 1: The image is searched for both lines and panel boundaries. Both are generally 

used for layout purposes and do not contain any diagnostic information. These lines and 

panel boundaries are removed from the images prior to text detection to reduce false text 

block detection. A summing filter was used in this step based on the implementation 

discussed in [22]. The summing filter found contiguous non-zero (“on”) pixels in both the 

horizontal and vertical directions of the input image I , thereby indicating either lines or 

panel boundaries [22]. The lines and panel boundaries detected in this step were removed 

from the input image I  to obtain the image LPI . 

Step 2: Horizontal projections for LPI
 
were computed to find text regions. If LPI  has 

dimensions R CD D , where RD  is the number of rows and CD  the number of columns, 

then the horizontal projections could be denoted as  1,2,....,H CB D . If ( , )LPI i j  
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represented each pixel of LPI  , then the horizontal projection HB  computed could be 

defined as: 

 
1

( ) ( , )
CD

H LP

j

B j I i j


  (1) 

 

Step 3: The horizontal projection ( HB ) was thresholded to obtain the columns of LPI
 
that 

corresponded to potential vertical text blocks present in the input image I. The threshold 

projection  was calculated adaptively as:  min( ) 0.275 max( ) min( )projection H H HB B B      [47]. 

The factor 0.275 was obtained experimentally. The threshold was applied to obtain the 

thresholded vertical projection as: 

 
( ),  if ( )  

( )
0       ,  if ( )

H H projection

H

H projection

B j B j
B j

B j






 



 (2) 

for 1,2,..., Cj D  .  

In this manner, all the non-zero values of HB  (which actually denote the sum of 

columns of LPI , shown in Equation 1) corresponded to the potential vertical text block 

columns in LPI . The vertical segmented image 
V

LPI  was obtained using these thresholded 

projection values as follows:   

 
( , ),  if  ( ) 0

( , )
0          ,  otherwise

V LP H

LP

I i j B j
I i j

 
 


 (3) 

for 1,2,..., Ri D  and 1,2,....., Cj D . 
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Next, the vertical segmented image 
V

LPI  was subjected to a connected-component 

analysis to obtain the regions corresponding to the actual vertical text blocks. The 

connected-components were thresholded based on the major axis length of the ellipse that 

contained the connected-component region. Connected component regions with major 

axis lengths ranging from 15-100 (determined empirically) were selected as candidates 

for creating the vertical text blocks. These were denoted as 
1 2
, ,....,VS VS VSI I I

  
for the ‘ ’ 

vertical text blocks.  

Step 4: Vertical projections were obtained from LPI  and denoted as  1,2,....,V RB D . If 

( , )LPI i j  represented each pixel of LPI  , then the vertical projection VB  could be defined 

as: 

 
1

( ) ( , )
RD

V LP

i

B i I i j


  (4) 

 

Step 5: Similar to Step 3, the vertical projections were thresholded to obtain the 

horizontal segmented image 
H

LPI  followed by a connected component analysis to obtain 

the horizontal text blocks denoted as 
1 2
, ,....,HS HS HSI I I


for the ‘  ’ horizontal text blocks.   

 

Thus, the outputs of the automatic text block detection step include both the 

vertical text blocks (
1 2
, ,....,VS VS VSI I I


) and the horizontal text blocks (

1 2
, ,....,HS HS HSI I I


). 

A sample input image is given in Figure 2.1a, with the horizontal and vertical segmented 

blocks given in Figure 2.1b. 
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(a) (b) 

Figure 2.1: Text Block detection 

(a) Input image, (b) Resultant image from the text detection step, showing the horizontal 

and vertical text blocks detected.  
 

 

2.3. FUSED IMAGE GENERATION 

 

 After the horizontal and vertical text blocks were detected, the next step was to 

combine them into a fused image, FI
 
(see Figure 2.2b). The fusion image was created 

such that all of the text blocks were aligned one below the other (see Figure 2.2b) rather 

than scattered over the entire image (see Figure 2.2a). This was done to reduce the space 

required to store the image by eliminating all the non-text areas. It also facilitated faster 

processing during the segmentation of individual characters within the text blocks.  

 To obtain FI , first the horizontal text blocks were placed one below the other 

with a 5- pixel-gap (5 rows of zero pixels between each text block). Second, the vertical 

text blocks were rotated 90° clockwise and aligned below the horizontal text blocks with 

the same 5-pixel-gap between each block. The fused image created in this manner is 

shown in Figure 2.2b and was represented as:                

    
1 2 1 2
, ,...., , ,....,F VS VS VS HS HS HSI I I I I I I

 
  (5) 

Vertical Text 

Blocks 
Horizontal Text 

Blocks 
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(a)                            (b) 

Figure 2.2: Creation of fused image FI . 

(a) Text block detected image, (b) Horizontal and vertical text blocks fused image. 
 

 

2.4. SEGMENTATION OF INDIVIDUAL CHARACTERS 

 

After creating FI , all the characters within FI
 
were extracted into separate 

images and saved for further analysis. To perform this, the first step involved using the 5-

pixel gap between every text block to segment out the text blocks. For illustrative 

purposes, the 5-pixel gap between each text block is given in red in Figure 2.3b. As 

shown, these red lines provide segmenting lines between each block of text. The final 

segmented image is given in Figure 2.3c. Let 
1 2
, ,....,

nS S SI I I  denote each of these 

segments for the ‘ n ’ different segments. Note that here ‘ n ’ refers to the total number of 

text blocks (segments) in the fusion image FI  and can be obtained as n    , where     

  is the number of vertical text blocks and   is the number of horizontal text blocks as 

stated previously.  
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              (a)          (b)           (c) 

Figure 2.3: First step of segmenting individual characters.  

(a) Fused (Horizontal and Vertical text) image, (b) Red lines representing the separating 

line between each row of text block in Figure 2.3a, (c) The fused image being broken up 

into segmented rows. 

 

 The second step was to segment each character within the segmented text blocks   

(
1 2
, ,....,

nS S SI I I ). For this step, each segmented text block 
nSI
 
was scanned to find zero-

pixel columns (see Figure 2.4b). These zero-pixel columns (columns with all row pixels 

having zero-value) acted as segmenting lines between each character in the text block. As 

shown in Figure 2.4b, the region between two subsequent zero-pixel columns represented 

a character and was extracted (segmented). For the first text block 
1SI , each segmented 

character image was denoted as 
1 1 2 1 1

, ,....,
mC S C S C SI I I

 
for the ‘m ’ characters within 

1SI , and 

so forth. To generalize, each segmented character image was represented as 
m nC SI , where 

‘ n ’ was the segment (text block) number and ‘m ’ represented the m th
 character in the    

n th
 segment. For example, in Figures 2.4a and 2.4b, the 16

th
 text block (

16SI ) is shown to 

be segmented into its seven characters, 
1 16 2 16 7 16

, ,....,C S C S C SI I I . Figure 2.4c shows the text 

blocks with segmented individual character images. 
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Figure 2.4: Individual character segmentation. 

(a)-(c): Overview of extracting individual characters from the fused text block image. 
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2.5. CHARACTER NORMALIZATION AND FEATURE EXTRACTION 

 

After all the characters were extracted from FI  into separate character images 

m nC SI , these character images were normalized to a size of 42x24 pixels. For the 

characters extracted from the first text block 
1SI , the normalized character images were 

denoted as 
11 1 2 1

, ,....,
C S C S m

Z Z Z

C SI I I
 
and so forth. A total of 185 features including geometry-

based, region-based, exemplar-based, Fourier descriptors and profile-based correlation 

were extracted for each normalized character image 
m n

Z

C SI . An overview of the features 

with associated variable names is given in Table 2.1.   

Table 2.1: Feature Description 
Feature set Variable Name Measure 

Geometry Features (annotated as G#, where 

# is the feature number) 

 

G1-G9 Number of horizontal lines in window  

G10-G18 Number of vertical lines in window 

G19-G27 Number of right diagonal lines in window 

G28-G36 Number of left diagonal lines in window 

G37-G45 Length of horizontal lines in window 

G46-G54 Length of vertical lines in window 

G55-G63 Length of left diagonal lines in window 

G64-G72 Length of right diagonal lines in window 

G73-G81 Non-zero/unoccupied area in window 

G82 Euler number of whole image 

G83 Top/Bottom ratio of non-zero pixels in each half of image 

G84 Area 

G85 Centroid 

G86 Major axis length  

G87 Minor axis length 

G88 Eccentricity 

G89 Orientation 

G90 Convex area 

G91 Filled area 

G92 Equivalent Diameter 

G93 Solidity 

G94 Extent 

G95 Perimeter 

Exemplar-based correlation feature 

(annotated as E#, where # is the feature 

number) 

 

E1- E26 Correlation to characters ‘A’-‘Z’ (capital alphabets) 

E27-E52 Correlation to characters ‘a’-‘z’ (small alphabets) 

Fourier Descriptors (annotated as F#, where 

# is the feature number) 

 

F1-F14 Frequency domain features 

Profile-based basis function correlation 

features (annotated as W#, where # is the 

feature number) 

W1-W24 Weighted density distribution  
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2.5.1. Geometry Features.  One of the principal ways to differentiate one 

character from another is to analyze either the geometry or the shape of a character. 

Geometrical features are quite traditional in nature for character recognition; they have 

been used successfully by prior studies [48-51]. Geometrical features investigated in this 

study include structural features (G1-G83) and shape features (G84-G95). To compute 

the structural features, the character image 
m n

Z

C SI  was partitioned into nine equal sized 

windows, each of size 14x8 pixels. The number, length, and types of lines found within 

each of the nine windows (see Figure 2.5) were used for feature calculations [52].  

 

   

   

   

 

 

Figure 2.5: Breaking up original character into 9 equal sized windows 

 

Nine structural features were computed for each of the above windows (1-9). Details of 

the geometry features used in this study can be found in [34] and are overviewed here for 

reference purposes.  
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The structural features extracted were:  

 Number of horizontal lines (G1-G9): For each window, the number of horizontal 

lines represented the number of rows with non-zero pixels for all columns.  

 Number of vertical lines (G10-G18): For each window, the number of vertical 

lines represented the number of columns with non-zero pixels for all rows.  

 Number of right diagonal lines (G19-G27): For each window, the number of 

right diagonal lines represented the number of diagonal lines that started on the 

left bottom and ended on the right top, with non-zero pixels for all diagonal 

pixels. 

 Number of left diagonal lines (G28-G36): For each window, number of left 

diagonal lines represented the number of diagonal lines that started on the left 

top and ended on the right bottom, with non-zero pixels for all diagonal pixels. 

 Normalized number of all horizontal lines (G37-G45) represented the number of 

horizontal lines, normalized over the non-zero area of the window. 

 Normalized number of all vertical lines (G46-G54) represented the number of 

vertical lines, normalized over the non-zero area of the window. 

 Normalized number of all left diagonal lines (G55-G63) represented the number 

of left diagonal lines, normalized over the non-zero area of the window. 

 Normalized number of all right diagonal lines (G64-G72) represented the 

number of right diagonal lines, normalized over the non-zero area of the window. 

 Normalized non-zero area of each window (G73- G81): For each window 

normalized non-zero area represented the number of non-zero pixels in the 

window normalized over the area of the window. 
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Eighty-one features (nine features computed for each window) were obtained 

using the above mentioned windowing scheme. Apart from the above features, two 

additional structural features were computed: Euler number (G82), and the Ratio of the 

top half of the character to the bottom half of the character (G83). Euler number is 

defined as the difference of the number of objects and holes in an object. The ratio of the 

top and bottom halves ( ) was obtained by first partitioning the normalized image into 

two halves (shown in Figure 2.6), and then finding the non-zero pixels for the top half         

( top ) and bottom half ( bottom ). The number of non-zero pixels for the top half     ( top ) 

was represented as Equation 6, while Equation 7 represented the number of non-zero 

pixels for the bottom half ( bottom ). Equation 8 defined the ratio of the top half to the 

bottom half. 

If ( , )
m n

Z

C SI i j  represents each pixel of the normalized character image, 
m n

Z

C SI , then 

(1,2,..., )i R  are the rows and (1,2,..., )j C  are the columns of the normalized 

character image. For this study, we fixed R =42 and C =24, since all the normalized 

character images were of size 42x24 pixels. 

 

 

/2

1 1

( , ),   where ( , ) 0
m n m n

R C
Z Z

top C S C S

i j

I i j I i j
 

    (6) 

 ( /2) 1 1

( , ),   where ( , ) 0
m n m n

R C
Z Z

bottom C S C S

i R j

I i j I i j
  

     (7) 

 
top

bottom


 


 (8) 
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Top 

Bottom 

 

 

 

 

Figure 2.6: Breaking up the normalized character image into two halves. 

 

The next set of geometry features extracted included the shape features. These 

features analyzed the region occupied by the character. Shape features have been used in 

prior studies for the recognition of Chinese characters [53], Devnagari characters, [54] 

and English characters [55-56]. The following shape features were extracted for each 

normalized character image 
m n

Z

C SI
 
.
 

 Area (G84) represented the area of the non-zero pixels in 
m n

Z

C SI . It can be represented 

as: 

 
1 1

( , ),   where ( , ) 0
m n m n

R C
Z Z

C S C S

i j

Area I i j I i j
 

   (9) 

 Centroid (G85) represented the center of mass of m n

Z

C SI  and can be represented as:  

 
11

( )( )

, ,   where ( , ) 0
m n

CR

j Zi
C S

ji

Centroid I i j
R C



 
 
 

  
 
  


 (10) 

R=42 pixels 

C=24 pixels  

21 pixels 
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 MajorAxisLength (G86) represented the length of the major axis of the ellipse with the 

same normalized second central moments as 
m n

Z

C SI . 

 Minor Axis Length (G87) represented the length of the minor axis of the ellipse with 

the same normalized second central moments as
 m n

Z

C SI ; 

 Eccentricity (G88) represented the eccentricity of the ellipse with the same second-

moments as the normalized character image 
m n

Z

C SI .  

 Orientation (G89) represented the angle (-90° to +90°) between the x-axis and the 

major axis of the ellipse with the same second-moments as the normalized character 

image
 m n

Z

C SI . 

 ConvexArea (G90) was the number of pixels in the Convex Image. Convex Image was 

the image that specified the Convex Hull. Convex Hull was defined as the smallest 

convex polygon that could contain the normalized character image 
m n

Z

C SI ; 

 FilledArea (G91) represented the number of pixels specifying the Filled Image of the 

normalized character image. A Filled Image was one which had all of the holes inside 

it filled. 

 EquivalentDiameter (G92) specified the diameter of the circle with the same area as 

the normalized character image 
m n

Z

C SI . 

 Solidity (G93) specified the proportion of the pixels in the Convex Hull that were also 

within the region of the normalized character image. It could be computed as:  

 
 Area

Solidity
ConvexArea

  (11) 
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 Extent (G94) specified the ratio of the non-zero pixels within the normalized character 

image 
m n

Z

C SI  to the area of bounding box of the same normalized character image. It 

was computed as the area of the normalized character image divided by the area of the 

bounding box that contained the characters within the same image 

(BoundingBoxArea). It was represented as:  

 

 Area
Extent

BoundingBoxArea
  (12) 

 Perimeter (G95) was the distance along the boundary of the continuous “on” 

(contiguous non-zero) pixels in the normalized character image 
m n

Z

C SI . 

 

2.5.2. Exemplar-based Correlation Features. Exemplar images corresponding 

to each alphabet of the English language (A-Z and a-z) were used to compute the 

exemplar-based correlation features. Prior work in text recognition has shown that both 

template-matching and distance-based methods provide excellent results for automatic 

text classification [55, 57]. The nearest-neighbor-based distance metric by itself provided 

an accuracy of 99% for a very large dataset as demonstrated by Smith et al. [57]. In this 

research, a template-matching approach was used by computing the correlation between 

the exemplar images of English alphabets with the normalized character image
m n

Z

C SI . 

These exemplar images were found online through the freely available Matlab
®
 

Exchange files database [58], which were comparable to the characters present in the 

biomedical images used in this study. The exemplar images contained fifty-two images of 
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the characters in the English character set (A-Z and a-z). Figure 2.7 illustrates a sample 

exemplar image for the alphabet ‘A’.  

 

Figure 2.7: Sample exemplar image for alphabet ‘A’ [58]. 

During feature extraction, the correlation coefficient was computed between each 

normalized character image (
m n

Z

C SI ) and the exemplar images of the English alphabets (A-

Z and a-z). If AE  represented the exemplar image for ‘A’ (Figure 2.7), then the 

correlation coefficient for the character image  (
m n

Z

C SI ) with respect to ‘A’ could be 

represented as A and computed as:  

           

    

  

   

1 1

2 2

1 1 1 1

( , ) ( , )

( , ) ( , )

m n m n

m n m n

R C
Z Z

C S C S A A

i j

A
R C R C

Z Z

C S C S A A

i j i j

I i j E i j

I i j E i j

 



 

 

   

 


   

    
   



 

                      (13) 

where ( , ) 0
m n

Z

C SI i j   and ( , ) 0AE i j  . Also, 
m n

Z

C S
 
and A  were the mean of 

m n

Z

C SI  and 

AE
,
 respectively. Since both 

m n

Z

C SI and AE
 
were binary images, the mean values 

represented the number of non-zero pixels in the image divided by the area of the binary 

image. Note that the exemplar images were of the same size as the normalized character 

image size (42x24 pixels). In this way, each normalized character’s correlation with all of 

the fifty-two alphabets (A-Z and a-z) were computed and used as features. Each character 
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would thus have fifty-two exemplar-based correlation features corresponding to the fifty-

two correlation values, , ,...,a b z  
 
and , ,....,A B Z   . 

2.5.3. Profile-based Basis Function Correlation Features. In previous research, 

profile-based Weighted-Density Distribution (WDD) basis functions were used on 1-D 

profiles of metal detector signals for landmine discrimination [59]. These WDD basis 

functions were also applied for dermatology skin lesion discrimination based on a 1-D 

histogram representation of skin lesions [60].  In a related study, these functions were 

applied to 1-D projection profiles of arrow-like objects to extract shape information for 

object discrimination in CBIR [16].  Because the basis functions provided shape-related 

information to determine correlation-based, size-variant, and spatially distributed features 

from 1-D profiles for object discrimination, they were used in the current study as well. 

The profile of each normalized character image 
m n

Z

C SI  was obtained by projecting the 

character image upon planes at 90° and 0° to create the profiles at 90° (Figure 2.8b) and 

0° (Figure 2.8c) respectively. The profile was denoted as P  
for projection angle  .  

 
                    (a)              (b)                                         (c) 

Figure 2.8: Profiles of character images. 

(a) Sample normalized character image, (b) Profile of character at 90° projection, 

(c) Profile of character at 0° projection. 
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For a normalized character image 
m n

Z

C SI , the profile for  =90° projection (denoted as 90P ) 

was obtained as Equation 14. Similar profile data (denoted as 0P ) was obtained for the    

 =0° projection too.  

 90

1

( () , )
m n

C

j

Z

C SI i jP i


  (14) 

for (1,2,..., )i R . Here, 90 90 90 90{ (1), (2),..., ( )}P P P P R  were the sequences of profile 

values, represented as a vector. Correlation-based features were extracted by correlating 

this profile of the character ( P ) with the WDD basis functions [62], shown in Figure 2.9. 

Let 1  denote the WDD function in Figure 2.9(a), 2  denote the WDD function in Figure 

2.9(b), and so forth.   

 

        (a)                   (b)                    (c)                   (d)                    (e)                  (f) 

 

Figure 2.9: The WDD functions used. 

 

The first six WDD features 
1 2 6, ,...W W W  are computed using the profile vector P  

according to the expression: 

 
1

( ) ( )
R

k ki
W P i D i

  (15) 

for 1,2,...6k  , representing the six WDD functions in Figure 2.9. Six additional features

7 8 12, ,...W W W  are computed by correlating the WDD functions with the sequence of 

absolute differences between the profile values as shown in Equation 16.  
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6 1

( ) ( 1) ( )
R

k ki
W P i P i D i  

    (16) 

In this manner, a total of 24 WDD features are obtained for the two different projection 

angles: a)  =90° projection (W1-W12), b)  =0° projection (W13-W24). 

 

2.5.4. Fourier Descriptors. Previous research on text recognition used Fourier 

transforms extensively for automatic classification of text. Fourier descriptors provide 

means by which the shape of a character can be characterized in terms of its spatial 

frequency content. These descriptors are also invariant to translation, rotation and scale 

and hence provide a good estimation of characters for automatic text detection [62-65]. 

For this research, based on the algorithm in [64], the boundary coordinates of the 

normalized character image (
m n

Z

C SI ) were obtained first using a Sobel edge detector and 

can be represented as  ( ), ( )x g y g . For 1,2,.....,g L  edge points, ( )x g  denoted the x-

coordinates and ( )y g  denoted the y-coordinates. Second, the boundary coordinates were 

separately (for the x- and y-coordinates) transformed to the frequency domain using a    

1-D Fast Fourier Transform. The Fourier coefficients ( )a u  and ( )b u  thus obtained can 

be represented as:  

 0

1

1
( ) ( )

L
jn g

g

a u x g e
L





   (17) 

 0

1

1
( ) ( )

L
jn g

g

b u y g e
L





   (18)  

where, 0 2 / L  . Third, the frequency domain components were transformed to give 

the required invariance as shown in Equation 19 [64].  
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2 2

( ) ( ) ( )r u a u b u   (19) 

Discarding (0)r  (since it is 1), ( )r u  has been shown to be invariant to translation and 

rotation [67]. Finally, ( )s u  was computed as shown in Equation 20, where ( )r u  is 

normalized to (1)r , thus removing dependence of ( )r u on the size of the character [64].  

 ( ) ( ) / (1)s u r u r  (20) 

Here the first 15 coefficients of ( )s u , with 1,2,....,15u   could be used as image features 

and termed as Fourier features. However, since the first coefficient is always 1, we use 

only the 2
nd

-15
th

 coefficients (F1-F14).   

Finally, the feature vector (185x1) for each normalized character image 
m n

Z

C SI was created 

as: 

 1 95 1 52 1 14 1 24[ ,. . ., , ,. . ., , ,. . ., ,  ,. . ., ]
m n m n

T

C S C SF G G E E F F W W  (21) 

 

2.6 GROUND TRUTHING OF EXTRACTED CHARACTERS  

 

Using the individual characters segmented with the methods presented in the 

previous sections, the next task was to assign text labels to each of the characters. The 

ground truthing (assigning labels) of the extracted characters was needed to assist the 

classifier for automated recognition of the characters. For this step, a ground truthing tool 

was developed in Matlab
®

. In the tool, the extracted characters were displayed one by one 

(see Figure 2.10), and the user was asked to assign a label to the displayed character. 

After label assignment, the character blocks were stored in a database along with the 

labels. It should be noted that for this study, only English alphabets (A-Z and a-z) were 
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used as labels during ground truthing. Thus when the tool asks the user: ‘Which letter is 

this?’ (Figure 2.10) the user must specify which English alphabet is being represented by 

the character displayed.  

 

 

Figure 2.10: Assigning labels to extracted characters  
 

 

If a numeric character or a symbol appeared during ground truthing (see Figure 

2.11), and even if the user assigned a label to this number or symbol, the system did not 

save this character or its label. For example, in Figure 2.11, three characters are provided: 

‘0’, ‘.’ and ‘9’. As shown, the user assigned ‘0’ to the first extracted character; however 

the ground truthing tool did not save this label in the database. In this manner, all the 

non-alphabetic (numbers and symbols) characters were excluded from the experimental 

data set for character recognition. This also limited the automated character recognition 

developed in this research to recognize alphabetic characters only (A-Z and a-z). If a 

numeric character or any symbol shows up during ground truthing (see Figure 2.11), and 
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if the user assigns this character a number or a symbol, the system even then does not 

save this character and the following message is displayed: ‘The letter was not trained’. 

This is a check to make sure that the system does not confuse English alphabets with 

numbers or symbols during the recognition step. 

 

Figure 2.11: Assigning labels to extracted characters (numbers) 
 

 

2.7 CLASSIFICATION OF EXTRACTED CHARACTERS 

 

For this study, a Support Vector Machine (SVM) - based classifier was 

investigated based on the implementation in [68-69].  In general, the goal of SVM-based 

classifiers is to find an optimal hyperplane, which acts as a decision function to classify 

data in high dimensions. For classes that are not linearly separable, the SVM optimizes to 

find a hyperplane that maximizes the class separation while minimizing a quantity that is 

directly proportional to the misclassified instances. In particular, the design of a SVM-

based classifier relates to the minimization of a cost function (kernel) [70]. Since for this 
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study we have a significantly large number of features (185), the linear kernel for the 

SVM classifier was used [68]. The penalty parameter to be used in the SVM classifier for 

the linear kernel was obtained using the ten-fold cross validation method explained in the 

experimental results section [68].  
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3. EXPERIMENTS PERFORMED  

 

 

Four sets of experiments were performed in this study. This section outlines the 

four sets of experiments as follows. 

 

3.1. EVALUATION OF THE TEXT BLOCK DETECTION STEP 

 

The detected text blocks were evaluated in this set of experiments. The 200 

biomedical images used in this study had 2708 text blocks that were manually located 

and recorded by the authors. For performance evaluation, text blocks detected 

automatically were compared to the manually recorded text blocks to evaluate text block 

detection accuracy.  

 

3.2. BENCHMARK OCR EVALUATION 

 

For the second set of experiments, the characters automatically extracted using the 

individual character segmentation algorithm were evaluated with the benchmark OCR 

tool-Tesseract [71]. The 6515 extracted characters were subjected to a ten-fold cross 

validation test with Tesseract. This was done to compare the performance of the 

benchmark OCR with the automated text detection method developed in this research. 

 

3.3. EVALUATION OF THE METHOD DEVELOPED 

 

The third set of experiments was done to test the performance of the automatic 

text recognition method developed in this research. For test images, after text block 
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detection and individual character segmentation, features were extracted from each 

normalized character image and used as inputs to the SVM-based classifier to perform 

the automatic text recognition. The results from the SVM-based classifier were compared 

to the manual labels assigned to the characters for performance evaluation.   

 

3.4. FEATURE EVALUATION AND SELECTION  

 

For this set of experiments, the goal was to find a statistically significant set of 

features as compared to all the features. This was mainly done to reduce the number of 

features (dimensions) and to find the set of features which had the best discriminative 

abilities for automatic character recognition. A multinomial logistic regression-based 

approach was used to find the best set of features. 
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4. EXPERIMENTAL RESULTS AND ANALYSIS  

 

 

As previously stated, the automatic text detection and recognition algorithm was 

applied for character recognition on a data set of 200 biomedical images from which 

6515 alphabetic characters were extracted.  A total of 185 features were obtained from 

each of these 6515 characters. Figure 4.1 presents the distribution of the labels of the 

characters obtained using the ground truthing tool. Since in this research only lowercase 

and uppercase English alphabetic characters were extracted and evaluated, non-alphabetic 

characters such as symbols and numbers could not be automatically recognized. If such 

non-alphabetic characters are encountered during character recognition, they would be 

assigned to the most resembling English alphabet. For example, the number ‘0’ could be 

assigned to the alphabet ‘O’ (uppercase) or ‘o’ (lowercase), while the number ‘1’ could 

be assigned to ‘I’ (uppercase) or ‘l’ (lowercase) (see Figure 4.3b for examples). 

 

Figure 4.1: Distribution of character labels across the alphabet classes   
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For the first set of experiments, the text blocks automatically detected                     

(
1 2
, ,....,

nS S SI I I ) using the text detection method were compared to the text blocks 

manually recorded by the authors. The performance evaluation of the automatic text 

block detection was done in the following way: A true positive ( tp ) defined a case when 

a text block detected automatically matched one of the text blocks manually recorded for 

the same image; A false positive ( fp ) defines a case when an automatically detected text 

block does not match with any of the manually recorded text blocks for the same image; 

False negatives ( fn ) are cases when the text blocks which were manually recorded were 

not detected automatically. In Table 4.1, the tp , fp and fn values shown are normalized to 

the number of actual text blocks manually recorded, as 
2708

tp
TP  ,

2708

fp
FP  and 

2708

fn
FN  . In this manner, all the text blocks detected automatically from the 200 

images were compared to the 2708 manually recorded text blocks. The Precision and 

Recall values were also computed and can be mathematically expressed as Equations 22-

23. Precision and Recall gives a measure of relevance of the text blocks detected 

automatically to the text blocks manually recorded [72]. Table 4.1 shows the summarized 

results of the performance of the automatic text block detection step for this research. 

 
 TP

Precision
TP FP




 (22) 

 
 

 =
TP

Recall
TP FN

 (23) 

 

 



122 

 

 

Table 4.1: Accuracy metrics for automatic text block detection 

True Positive (TP) False Positive (FP) Precision Recall 

0.9632 0.0200 0.9800 0.9900 

 

From Table 4.1, the automated text detection algorithm developed in this study 

has a high correct text block detection rate (high TP) with a relatively low false positive 

rate. Also, high precision/recall values demonstrate that text blocks could be successfully 

discriminated from non-text blocks and that the text blocks were correctly identified (and 

not omitted) in the selection/segmentation process within the biomedical images. 

The second set of experiments was done to evaluate the benchmark OCR tool- 

Tesseract for the set of characters extracted. For this experiment, the 6515 characters 

automatically extracted were divided into ten independent character sets to perform the 

ten-fold cross validation test. The character images 
m n

Z

C SI
 
extracted using the automatic 

text detection step acted as inputs to the OCR tool-Tesseract. To evaluate the accuracy of 

Tesseract, the following scoring method was used: In a round-robin manner, nine out of 

the ten character sets were used for training and the remaining one set was used for 

testing. For each character test set, the accuracy was computed as Equation 24.  

Number of correctly recognized characters per character test set
Accuracy per character test set = 

Number of  characters in character test set
 (24) 

The results for the evaluation of Tesseract are presented in Table 4.2.  

For the third set of experiments the same ten character sets (as used for the 

previous set of experiments, Section 4.2) and the same scoring method as Equation 24 

were used. In this manner, a ten-fold cross validation was performed to evaluate the 

automatic text recognition method developed in this research. However, for this case, the 
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inputs to the SVM-based classifier were the feature vectors  

1 95 1 52 1 14 1 24[ ,. . ., , ,. . ., , ,. . ., ,  ,. . ., ]
m n m n

T

C S C SF G G E E F F W W  obtained from the feature 

extraction step. Table 4.2 shows the ten-fold cross validation results for the Tesseract-

based character recognition in comparison to the automated text detection and 

recognition method developed in this research. 

Table 4.2: Ten-fold cross-validation results comparison. 

Ten Fold Cross-

Validation Test Sets 

Accuracy (%) 

(OCR tool- 

Tesseract) 

Accuracy (%) 

(Automated Text Detection  

developed in this research) 

1 73.24 91.35 

2 74.31 91.52 

3 70.93 90.65 

4 71.78 92.22 

5 78.23 92.93 

6 73.37 91.59 

7 76.38 91.52 

8 83.27 93.01 

9 74.23 92.54 

10 83.24 92.38 

Average Accuracy  75.90 91.97 

 

As can be seen in Table 4.2, the automated text detection technique developed in this 

research provided higher accuracy as compared to the OCR tool Tesseract. The average 

accuracy for Tesseract was 75.90% as compared to 91.97% using the automated text 

detection method developed in this research. In this way, the method developed in this 

study was able to outperform the benchmark OCR-Tesseract by 16.07%.   

The next set of experiments was performed for feature evaluation and feature 

reduction. For the automated text detection method developed in this study, Table 4.2 

showed the results when all the features were used for ten-fold cross validation. In order 

to reduce the dimension (number of features) of the data set, a MLR-based approach was 
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tested using the statistical analysis software, SAS
®

. Multinomial logistic regression is 

used for modeling nominal outcome variables, in which the log odds of the outcomes are 

modeled as a linear combination of the predictor variables. As a metric for best feature 

selection, the p-values from the MLR method were analyzed to evaluate which features 

provided statistically significant information as compared to the other features. The p-

values are used to determine whether or not the null hypothesis that a particular 

predictor's regression coefficient is zero, given that the rest of the predictors in the model 

can be rejected. In general, if the p-value is less than alpha ( ) (usually 0.05 or 0.01), 

then the null hypothesis can be rejected and the parameter estimate is considered to be 

statistically significant at that alpha level [70, 73-74]. The p-values for all the features 

were obtained in this manner.  

For feature selection, we used a thresholding method, wherein we used different 

values of  to select only those features whose p-values were less than . For this study, 

we used   values of 0.05, 0.04, 0.03, 0.02, 0.01, 0.001 and 0.0015. Using these values of 

  and thus selecting only certain features, the ten-fold cross validation was performed 

on the reduced set of features to evaluate which set of features provided the best accuracy 

for character recognition. The summary of the ten-fold cross validation results using 

reduced features were compared to using all the features in Table 4.3. As shown, the best-

case accuracy (94.27% shown in bold red in Table 4.3) was obtained for an alpha value 

of 0.01, which employed 112 features as compared to all the 185 features. In general, the 

SVM-classifier accuracies for automated character recognition were quite consistent 

across the ten-fold cross validation approach. 
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Table 4.3: Comparison of accuracies using only certain features. 
Number of 

features 

83 

(α=0.0015) 

97  

(α=0.001) 

112 

(α=0.01) 

119 

(α=0.02) 

126 

(α=0.03) 

129 

(α=0.04) 

132  

(α=0.05) 

185 

(all 

features) Test Set # 

1 91.82 91.90 91.67 91.12 91.04 91.27 91.27 91.35 

2 92.14 92.62 93.01 91.91 91.83 91.59 91.91 91.52 

3 91.28 91.20 91.59 91.04 91.28 90.49 91.04 90.65 

4 91.83 92.38 92.62 92.14 93.87 92.69 92.54 92.22 

5 92.07 92.77 92.93 92.93 91.36 92.46 93.17 92.93 

6 92.46 92.93 92.93 91.75 92.07 91.83 91.59 91.59 

7 92.22 92.69 92.77 91.67 93.01 91.67 91.20 91.52 

8 93.95 93.87 94.27 93.40 92.14 93.09 92.93 93.01 

9 91.44 92.38 92.54 91.91 91.91 92.38 92.77 92.54 

10 92.22 92.30 92.38 92.30 92.62 92.38 92.54 92.38 

Average 

Accuracy  

92.14 92.51 92.67 92.02 92.11 91.99 92.10 91.97 

 

The p-values of the features corresponding to the best-case accuracy are shown in Table 

4.4 below.  

Table 4.4: p-values obtained from the MLR for the 112 (α=0.01). 
Feature p –value Feature p-value Feature p-value Feature p-value Feature p-value Feature p-value Feature p-value 

G1 0.0001 G38 0.0001 G70 0.0085 E1 0.0001 E23 0.0001 E46 0.0001 F14 0.0001 

G2 0.004 G45 0.0001 G72 0.0001 E2 0.0001 E24 0.0001 E47 0.0001 W2 0.0001 

G8 0.0001 G46 0.0001 G78 0.0018 E5 0.0001 E25 0.0001 E48 0.0002 W4 0.0001 

G9 0.0034 G47 0.0001 G82 0.0051 E6 0.0001 E26 0.0001 E49 0.0002 W5 0.0001 

G13 0.0001 G50 0.0001 G83 0.0001 E7 0.0001 E30 0.0001 E51 0.0001 W8 0.0001 

G14 0.0001 G54 0.0021 G84 0.0001 E9 0.0067 E31 0.0021 F1 0.0001 W9 0.0001 

G15 0.0001 G55 0.0006 G85 0.0001 E10 0.0001 E32 0.0006 F2 0.0001 W10 0.0001 

G17 0.0007 G57 0.0036 G86 0.0001 E13 0.0002 E33 0.0036 F4 0.0001 W11 0.0001 

G18 0.0029 G58 0.0001 G87 0.0001 E14 0.0001 E34 0.0001 F5 0.0001 W13 0.0001 

G22 0.0074 G59 0.0002 G88 0.0001 E15 0.0001 E37 0.0002 F6 0.0001 W14 0.0001 

G25 0.0043 G61 0.003 G90 0.0001 E16 0.0004 E39 0.003 F7 0.0001 W15 0.0001 

G28 0.0001 G64 0.0001 G91 0.0001 E17 0.0001 E40 0.0001 F9 0.0001 W16 0.0001 

G29 0.0001 G65 0.0006 G92 0.0001 E19 0.0001 E41 0.0006 F10 0.0001 W17 0.0001 

G31 0.0001 G66 0.0001 G93 0.0001 E20 0.0001 E42 0.0001 F11 0.0008 W21 0.0001 

G35 0.0001 G67 0.0001 G94 0.0001 E21 0.0001 E43 0.0001 F12 0.0001 W22 0.0001 

G36 0.0001 G69 0.0009 G95 0.0001 E22 0.0001 E45 0.0009 F13 0.0001 W24 0.0001 
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Figure 4.2 shows how the average accuracies vary upon using the different number of 

features. One can conclude that having a lot of features does not necessarily help in the 

automated character recognition from biomedical images. It is important to use 

statistically significant features for the classification step in comparison to using all the 

features. 

 

Figure 4.2: Comparison of overall accuracy. 

 

From the feature evaluation, one could state that all the categories of features 

provided low p-values, indicating statistically significant information present within each 

category of features and also validating the basis of our feature selection.  

Figure 4.3(a)-(b) shows the sample output (text file) of the overall system, which 

includes the detected text along with the position information of the detected text blocks. 

The text file has the following information in order: 1) characters recognized from each 
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text block, 2) x-position of bounding box for the detected text block, 3) y-position of 

bounding box for the detected text block, 4) x-axis length of bounding box for the 

detected text block, 5) y-axis length of bounding box for the detected text block, 6) 

centroid (x-location) of the detected text block, 7) centroid (y-location) for the detected 

text block , and  8) the degree of orientation (90˚ or 180˚ for vertical and horizontal text 

blocks respectively).   

      

(a) 

     

(b) 

Figure 4.3: Sample results obtained. 

(a)-(b): Original image along with the text file for showing the recognized text and its 

location 
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Even though the automated text detection technique developed here has a very 

good accuracy, there are limitations with this approach. The detection of the individual 

characters from the text blocks seem to work quite well except for cases when two 

characters are very close to each other (see Figure 4.4). Since the input image itself had a 

partial overlap of the characters (letters ‘r’ and ‘y’ in Figure 4.4), the system detects these 

two letters as a single character instead of separating them. Also, the system is not able to 

recognize non-alphabetic characters such as numbers and symbols. Whenever such 

characters are encountered, they are classified as the nearest resembling alphabetic 

character. 

 

Figure 4.4: Character overlap during localization 

  

Original text block 

Characters 

extracted from 

above block 

Overlap of characters 
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5. CONCLUSIONS  

 

 

In this research, an ROI-based analysis of image features is investigated for 

biomedical image text detection and recognition. This method can automatically detect 

text blocks from biomedical images using a histogram-based processing. Individual 

character segmentation is performed on the detected text blocks followed by character 

normalization and feature extraction. Different categories of features are investigated 

such as geometry-based, exemplar-based, correlation-based and frequency-domain-based 

Fourier descriptors. The features are used as an input to the SVM classifier for automated 

character recognition.  

Since the automated text detection and recognition method presented in this study 

is specifically developed for biomedical images, the accuracy of the text detection and 

recognition is very high as compared to the commercially available OCR tool Tesseract. 

One of the primary reasons for the high degree of accuracy developed in this study is due 

to the features used. Tesseract uses simple features that are based on polygonal 

approximation of the periphery of the character [70]. However for complex images such 

as the ones used in this study, more descriptive features such as correlation-based and 

region-based need to be used for a better character recognition. Based on the study 

presented in this paper, one can conclude that using features that analyze the character in 

a more comprehensive manner as compared to just analyzing the boundary of the 

character is more important for character recognition.   

Future research would be directed towards merging the automated text detection 

method (developed in this research) and automatic arrow detection methods (developed 
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in previous research, [12]) into a single composite system that would be able to 

characterize a biomedical image completely. Future work will involve integrating the 

detection of medical annotations into an overall approach for fusing data such as image 

text (developed in this research), key words, modality of the biomedical image and image 

captions to improve the relevance of the search results for medical publication querying. 
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ABSTRACT 

 

  One method of cervical cancer screening uses visual testing, by analyzing the 

color change of cervix tissues when exposed to acetic acid. Cervicography is a technique 

that augments this visual screening by recording a film image of the acetic acid-treated 

cervix. In this research, sixty-two cervicography images of the cervix were examined. 

The images were analyzed for classifying the squamous epithelium into varying grades of 

cervical intraepithelial neoplasia (CIN), including Normal, CIN1, CIN2 and CIN3. The 

steps for image-based epithelium classification include a novel distance transform and 

bounding box-based medial axis determination algorithm, which was used to partition the 

epithelium vertically into ten segments.  Features were computed for each vertical 

segment for individual segment classification.  A voting scheme for fusing the CIN 

grades of the vertical segments was used for image-based epithelium classification. Using 

a Linear Discriminant Analysis-based classifier with a leave-one-image-out approach 

yielded an overall classification rate as high as   95.1% for Normal versus CIN classes. 

Classification of the epithelium within a one label windowed variation of the correct 

image label yielded a 100.0% correct recognition rate.     
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1. INTRODUCTION  

 

 

 

  Annually, there are 400,000 new cases of invasive cervical cancer out of which 

15,000 occur in the U.S. alone [1]. Cervical cancer is the second most common cancer 

affecting women worldwide and the most common in developing countries. Cervical 

cancer can be cured in almost all patients, though, if detected early, and treated. However, 

cervical cancer incidence and mortality remain high in resource-poor regions, where 

high-quality screening programs often cannot be maintained because of inherent 

complexity. An alternative cervical cancer screening uses analysis of visual testing based 

on color change of cervix tissues when exposed to acetic acid. Cervicography is a 

technique that augments this visual screening by recording a film image of the acetic 

acid-treated cervix, and has been widely used over the last few decades [2]. The National 

Cancer Institute (NCI) has collected a vast amount of visual information, 100,000 

cervigrams (35 mm digital color slides), screening thousands of women by this technique. 

The long-term objective of the proposed project is to facilitate the development of a 

unique web-based database of digitized cervix images. This is needed for investigating 

the role of human papillomavirus (HPV) in the development of cervical cancer and its 

intraepithelial precursor lesions in women [3].  

  One of the methods for cervical cancer diagnosis includes using the cervigrams to 

analyze the squamous epithelium region of the cervix. As stated in [3], cervical 

intraepithelial neoplasia (CIN) could be defined as a pre-malignant condition for cervical 

cancer in which the atypical cells are limited to the epithelium only. Cervical 
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intraepithelial neoplasia is divided into grades such as Normal, CIN1, CIN2 and CIN3 [3-

5]. Normal refers to the absence of CIN, CIN1 corresponds to mild dysplasia while CIN2 

and CIN3 have similar annotations for moderate dysplasia and severe dysplasia 

respectively. The pathologists provide diagnostic decisions related to CIN and its various 

grades based on the visual analysis of the cervigrams [3-7]. Figure 1.1 presents image 

examples of the different CIN grades, as determined by an expert pathologist.  In general,  

a decision on the CIN grade can be made by analyzing the epithelium, which contains the 

atypical cells (Figure 1.1).  

 

    

(a) (b) (c) (d) 

Figure 1.1: CIN grading label examples.  

(a) Normal, (b) CIN 1, (c) CIN 2, (d) CIN 3. 

  

  Cervical intraepithelial neoplasia has been observed to show progressively 

increasing atypical cells across the spectrum, from top to bottom [4-7]. For example as 

shown in Figure 1.1, atypical cells are seen mostly in the bottom third of the epithelium 

for CIN 1 (Figure 1.1b). For CIN2, the atypical cells lie in the bottom two thirds of the 

epithelium (Figure 1.1c), and full length of the epithelium for CIN 3 (Figure 1.1d). When 

these atypical cells extend beyond the epithelium region and start to enter into the 
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surrounding tissues and organs, it can lead to cancer [5]. In addition to analyzing the 

progressively increasing atypical cells from top to bottom of the epithelium, identification 

of nuclear atypia is also important [3]. Nuclear atypia is characteristic of nuclear 

enlargement, thereby resulting in different shapes and sizes of the nuclei present within 

the epithelium region. Since CIN grading by pathologists is visual-based, diagnostic 

grading repeatability suffers from inter- and intra-pathologist variation [6-8].  

  In previous studies, computer-assisted methods (digital pathology) using 

cervigrams have been investigated to augment the pathologists’ decision (traditional 

pathology) for CIN diagnosis [9-15].  Keenan et al. introduced an automated system for 

CIN degree classification based on an input squamous epithelium region image [10]. The 

nuclei centers were determined and used as node points for a Delaunay triangulation 

mesh. The epithelium region was divided into three equal horizontal compartments and 

morphological features were extracted from the triangles within the compartments [10]. 

Guillaud et al. extracted texture features from the epithelium region to estimate the 

absolute intensity and density levels of the nucleus. Morphological features were also 

extracted to estimate the nuclear shape, size and boundary irregularities [11-13]. Miranda 

et al. determined the nuclei in the epithelium using a Watershed segmentation method 

followed by Delaunay triangulation to facilitate CIN analysis. This method is uniquely 

assigned CIN grade labels based on triangles formed using the Delaunay triangulation 

method, instead of making a CIN grade decision on the whole epithelium image [14].  

  In another study, CIN classification was performed by analyzing histological 

features and using a Bayesian belief network classifier. Histological features such as 

degree of nuclear pleomorphism and number and levels of mitotic figures in the 
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epithelium were examined. These features were linked to a decision node, wherein the 

decision on CIN grade was made based on conditional probability of the features. 

However these features were subjective and hence it was difficult to use them in a 

consistent and reproducible manner for CIN grade classification [15]. One of the recent 

works applied a decision tree classifier upon morphological features extracted from the 

nuclei for CIN grade classification [16]. The nuclei were segmented from the epithelium 

using a K-means clustering and graph-cut segmentation method. The approach used a 

decision tree for CIN grade classification with empirically determined rules. Wang et al. 

developed a comprehensive method for full-size cervigram analysis for CIN grade 

classification. The method included multi-resolution texture analysis for automated 

epithelium segmentation, iterative skeletonization to approximate the epithelium medial 

axis (skeleton), morphological feature extraction from blocks along orthogonal lines to 

the skeleton, and CIN grade classification of each block was done by a SVM-based 

classifier using the features extracted from the blocks [17-18]. In a recent pathology study 

by Marel et al., the epithelium was analyzed in a heterogeneous manner, wherein 

different regions of the epithelium were shown to exhibit different CIN grades. It was 

proposed that a particular epithelium with atypical cells could exhibit different CIN 

grades in different regions of the epithelium along the medial axis, as compared to a 

homogeneous CIN grade of the epithelium [19]. The research presented in this paper 

builds off of the CIN diagnosis methods proposed by Wang et al. and Marel et al. [5, 19]. 

A novel distance transform and bounding box-based technique for epithelium medial axis 

determination is presented in this paper. The medial axis was used as the basis to partition 

the epithelium into vertical segments. The vertical segments were each assigned a CIN 
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grade based on the extracted features. A novel fusion-based CIN grade classification for 

the epithelium region is also presented in this study. The fusion-based CIN grade was 

based on the individual vertical segment CIN grade classifications.  

  For individual segment analysis, several categories of features were investigated, 

including intensity shading-, texture-, correlation- and geometry-based, which were used 

as inputs to a classifier. Support Vector Machine- (SVM), and Linear Discriminant 

Analysis (LDA)-based classifiers were investigated to classify the individual segments 

into the varying grades of CIN. Finally, a voting scheme was used to fuse the class labels 

of the vertical segments to assign a CIN grade to the whole epithelium. Figure 1.2 shows 

the flowchart of the overall method developed in this study for CIN grade classification 

of the epithelium. 

 

Figure 1.2: Overview of CIN grade classification method developed in this study. 

 

Segmented squamos epithelium 

image 

Medial axis detection  

Creation of vertical segments 

on the squamous epithelium  

Feature extraction from 

the vertical segments 

CIN grade classification of 

each vertical segment  

Image-based grade classification 

using CIN grade classification of 

each vertical segment 
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   The rest of the paper is organized as follows. Section 2 presents the methodology 

used in this research. Section 3 presents the experiments performed. Section 4 contains 

the experimental results and discussion while Section 5 provides the conclusions from 

this study.  
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2. METHODOLOGY 

 

 

  The goal of this research is to classify the squamous epithelium regions from the 

cervigrams into different grades of CIN. For this study, the squamous epithelium region 

had been manually segmented by expert pathologists in collaboration with the National 

Library of Medicine (NLM). Figure 2.1 shows a sample image and the manual 

pathologist segmented epithelium region. The segmented epithelium image is shown in 

Figure 2.1b and denoted as I  (in RGB format). Let the luminance image of I  be denoted 

as L . 

 

(a) Original image (b) Pathologist segmented image I  

Figure 2.1: Original image and pathologist segmented image of epithelium. 

   

  Classification of the segmented epithelium images into the various CIN grades 

was performed using a five-step approach, as outlined in the flowchart in Figure 1.2, 

including:   

Step 1: Find the medial axis of the segmented epithelium region (medial axis detection); 

Step 2: Divide the segmented image into ten vertical segments, which were orthogonal to 

the medial axis (vertical segments generation); 

Step 3: Extract features from each of the vertical segments (feature extraction); 

Step 4: Classify each of these segments into one of the CIN grades (classification); 
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Step 5: Fuse the CIN grades from each vertical segment to obtain the CIN grade of the 

whole epithelium for image-based classification. 

The following sections present each step in detail.   

 

2.1. MEDIAL AXIS DETECTION  

 

  A distance transform and bounding box-based method was used to find the medial 

axis from the epithelium image I . The following steps detail the medial axis detection 

algorithm developed in this study:  

Step 1: The binary mask of the segmented epithelium region shown in Figure 2.1b was 

created, and denoted as B
I . Note that the binary mask was cropped to contain only the 

region of the epithelium. The binary mask thus created is shown in Figure 2.2a.  

Step 2: The bounding box of the binary mask 
B

I was determined and is shown in Figure 

2.2b. Next, the Extent of B
I  was found and denoted as _before Rot . Extent is defined as the 

ratio of the non-zero pixels within the bounding box to the total number of pixels within 

the bounding box. 

Step 3: The orientation of the binary mask 
B

I was determined as the angle (-90° to 90°) 

between the x-axis and the major axis of the ellipse that has the same second-moments as 

the binary mask.  Figure 2.2b shows the orientation angle obtained using this manner and 

denoted as 
B . The binary mask was rotated by the negative of the orientation angle,

 

B  and denoted as 
B

temp_rotI . Next, the bounding box for 
B

temp_rotI was obtained and the 

Extent of 
B

temp_rotI  was computed and denoted as _after Rot . The bounding box for 
B

temp_rotI  

is shown in Figure 2.2d.  
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Step 4: The binary mask for the next steps (
B

rot
I ) was selected as follows: if 

_ _after Rot before Rot  , then 
B

rot
I =

B

temp_rotI . If _ _after Rot before Rot  , then 
B

rot
I = B

I . It was 

experimentally observed that using a binary mask with a larger Extent provided better 

estimates of the medial axis. For the example shown in this paper, _ 0.42after Rot   and
 

_ 0.28before Rot  . Hence, 
B

rot
I =

B

temp_rotI  and is shown in Figure 2.2d. 

 

 (a) Original binary mask, 
B

I   

(Step 1) 

  (b) Bounding box of B
I  ( _before Rot =0.28)  

(Step 2) 

 

(c) Orientation of the binary mask (
B ) 

(Step 3) 

(d) Rotated binary mask, 
B

temp_rotI ( _after Rot
  
=0.42) (Step 4) 

 

Figure 2.2: Binary mask rotatioin (Step 1-4). 

 

Step 5: The distance transform was applied to the inverted, rotated binary mask, denoted 

as B

rot
I . The Euclidean distance was computed between each pixel, ( , )x yB

rot
I within B

rot
I

and the nearest non-zero pixel in B

rot
I , using the Matlab-based implementation in [21].  
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The distance transform applied to the mask B

rot
I  resulted in the distance transform image, 

D  as shown in Figure 2.3.  

 

 

Figure 2.3: Distance transform image ( D ) obtained (Step5).  

 

Step 6: Each column of the distance transform image D  was scanned for the highest 

intensity pixel. The coordinates corresponding to the highest intensity pixels obtained in 

this manner were termed as the medial axis coordinates and denoted as the ‘determined’ 

medial axis 
D . Thus 

D  is a set of points representing the coordinates of the determined 

medial axis and is shown in Figure 2.4 (magenta color), overlaid on the binary mask 
B

rot
I .  

 

Figure 2.4: Medial axis of the binary mask 
B

I (Step 6). 
 

The determined medial axis 
D showed medial artifacts for cases when the epithelium 

images had a somewhat rectangular-like shape, as shown in Figure 2.5. The determined 

medial axis using the distance transform-based approach is shown in blue, with the 

manually marked desired medial axis shown in red. These artifacts occur in the left and 

right sections of the epithelium as shown in Figure 2.5. This is because for the left and 

D
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right sections, the maximally separated pair of end points (the max for each column) in 

D  is along the corners, as compared to the edges. Therefore the medial axis tends to bend 

towards the corners as shown in Figure 2.5. 

 

Figure 2.5: Determined medial axis v/s desired medial axis. 

 

Step 7: From Figure 2.5, it can be observed that the determined medial axis is in 

approximate agreement with the desired medial axis in the middle/interior section of the 

medial axis. However, the determined medial axis showed deviations from the desired 

medial axis in the leftmost 20% and the rightmost 20% of the epithelium. In order to 

compensate for end section variations, the determined medial axis 
D was divided into 

three pieces, such that  , ,D D D D

left middle right     as shown in Figure 2.6. Here, 
D

left  (the 

piece shown in red) represented the leftmost 20% of the medial axis,  
D

middle  (the piece 

shown in black) represented the middle 60% of the medial axis and 
D

right  (the piece shown 

in blue) represented the rightmost 20% of the medial axis.   
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Figure 2.6: Dividing the medial axis into three pieces (Step 7). 

 

Step 8: The center line center  of the bounding-box for the epithelium was found and is 

shown in cyan color in Figure 2.7. center  contains the coordinates of the line that divided 

the bounding box into two halves, top and bottom. 

 

Figure 2.7: The center line of the bounding box of the epithelium (Step 8). 

 

Step 9: Next, the intersection points, as shown in Figure 2.8, were determined. An 

intersection point was defined as the point where the leftmost (or the rightmost) medial 

axis piece intersected with the center line (see Figure 2.8). The left intersection point was 

obtained by computing the Euclidean distances between each point (coordinate) of 
D

left  

and center . The point on 
D

left  which had the minimum Euclidean distance to center  was 
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used as the left intersection point and denoted as ( , )left x y . If more than two points were 

found, the point geometrically closer to the middle section (see Figure 2.8) was used as the 

left intersection point. In a similar manner, the right intersection point was determined by 

obtaining the intersection between the rightmost medial axis piece 
D

right  and the center 

line center . The right intersection point was denoted as ( , )right x y . These intersection 

points were used as the points around which the leftmost and the rightmost medial axis 

pieces were adjusted to create the final medial axis. The intersection points are illustrated 

in Figure 2.8 as yellow dots. 

 

Figure 2.8: The intersection points were obtained (Step 9). 
 

Step 10: Next, the edge image of the epithelium region was determined. The edge image 

was obtained by applying a Sobel edge detector on the rotated mask 
B

rot
I  and denoted as 

E
I .  The edge image 

E
I

 
was created to determine the outer endpoints of the medial axis 

approximations for the leftmost 20% and rightmost 20% regions. The edge image 
E

I was 

divided into three parts, as shown in Figure 2.9, including: leftmost 20% (denoted as 
E

leftI ), 

middle 60% (denoted as 
E

middle
I ), and rightmost 20% (denoted as 

E

rightI ). After dividing the 

edge image into three parts, the median values of edge coordinates of the leftmost edge 
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part 
E

leftI   and rightmost edge piece 
E

rightI were obtained. These median values were denoted 

as the left median point ( , )left x y  and the right median point ( , )right x y , for 
E

leftI and   

E

rightI , respectively. The median points are shown as yellow dots in Figure 2.9. It was 

observed experimentally that the median points ( , )left x y  and ( , )right x y  provide a good 

estimate of the endpoints of the medial axis piece 
D

left
 
and 

D

right , respectively.  

 

Figure 2.9: The edge image was computed and divided into three parts.  

The endpoints of the medial axis were found using the median of the edge points for the 

left and right parts (Step 10). 

 

Step 11: The orientation of the leftmost and rightmost medial axis pieces were estimated 

to rotate those pieces of the medial axis determined. The orientation is defined as the angle 

by which the leftmost and the rightmost medial axis pieces (
D

left  and 
D

right  respectively) 

are rotated/adjusted to obtain the final medial axis. The determined medial axis pieces 

were adjusted so as to obtain medial axis pieces that were in close proximity to the desired 

medial axis. Using the left intersection point ( , )left x y  obtained from Step 9 and the left 
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median point ( , )left x y  from Step 10, the orientation of the leftmost medial axis piece 

D

left was estimated, and denoted as 
D

left . In a similar manner, the orientation of the 

rightmost medial axis piece 
D

right  was also determined and denoted as 
D

right . Note that the 

orientations of the leftmost and rightmost medial axis pieces obtained in this step were 

used to adjust the medial axis pieces as described in Step 12.   

Step 12: In this step, the leftmost medial axis piece 
D

left  was rotated by the negative of the 

orientation 
D

left  to obtain the ‘adjusted’ leftmost medial axis piece 
A

left  (note that the 

superscript ‘ A ’ refers to the ‘adjusted’ medial axis piece). Similarly the rightmost medial 

axis piece 
D

right  was rotated by the negative of the orientation 
D

right
 
to obtain the 

‘adjusted’ rightmost medial axis piece 
A

right .  

Step 13: The final medial axis coordinates 
F were obtained from the determined medial 

axis coordinates  , ,D D D D

left middle right     by replacing 
D

left  and 
D

right  with 
A

left  and 
A

right  

respectively. The final medial axis was represented as  , ,F A D A

left middle right    . Note that 

the middle medial axis piece 
D

middle  is the same as that of the determined medial axis 

without any adjustment/rotation.  

Step 14: Finally, 
F  was smoothed using a moving average filter with a span of 150 to 

remove some of the inundations in 
F . Figure 2.10 shows the determined medial axis (in 

blue), the final medial axis before smoothing (in green) and the final medial axis after 

smoothing (in red), overlaid on the epithelium image. 
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Figure 2.10: Determined medial axis and final medial axis (Step 14). 
 

 

2.2. VERTICAL IMAGE SEGMENTATION 

 

   Once the final medial axis was determined, the next step was to use the medial axis 

to create vertical segments on the epithelium. Figure 2.11 presents an illustration of the 

vertical segments to be partitioned within the epithelium. 

Medial 

Axis
Vertical Segments

Lines perpendicular to 

medial axis

Epithelium 

boundary

 

Figure 2.11: Schematic showing the vertical segments. 
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  For the vertical segments creation, the final medial axis 
F  was partitioned into 

ten equal length line pieces such that  101 2, ,....,
vv vF     (the superscript ‘v ’ denotes 

the medial axis being partitioned into ten pieces, which would be used for ‘vertical’ image 

segments creation). The first line piece 1v for one of the epithelium images is shown in 

Figure 2.12a. A three-step approach was used for vertical image segments generation:  

Step 1: Each medial axis line piece 101 2, ,....,
vv v    was fitted to a linear approximation 

using a least-squares regression algorithm [22].  An example of the line fitting algorithm is 

shown in Figure 2.12b. Let 101 2, ,....,
rr r   denote the fitted medial axis line pieces 

obtained in this manner (note that the superscript  ‘ r ’ denotes regression-fit line). This 

step was performed to obtain straight line pieces to facilitate orthogonal line generation for 

creating the vertical image segments.  

Step 2: Next, the mid-points of each of the fitted medial axis line pieces 101 2, ,....,
rr r    

were obtained and used as points upon which perpendicular lines were drawn as shown in 

Figure 2.12c. The perpendicular lines were extended by 200 pixels in the top and bottom 

directions so as to include all the pixels within the epithelium region. 

Step 3: For each fitted medial axis line piece 101 2, ,....,
rr r   , a bounding box was created 

by joining the endpoints of the fitted medial axis of each line piece and the endpoints of 

the perpendicular lines (obtained from Step 2) of each piece (illustrated in Figure 2.12d).  

In this manner, for each epithelium image I , ten bounding boxes (regions) were created.  

  These bounding boxes were used to crop or partition the epithelium image I  (in 

RGB format) into ten sections, referred to as vertical segment images and denoted as 
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, ,....,1 2 10

S S SI I I (in RGB format).  Note that depending on the linear approximation of the ten 

different partitions for the medial axis, there is the potential that the bounding boxes 

containing the vertical segment images may overlap and there may be gaps. Features were 

extracted from each of the vertical segmented images and used for CIN grade 

classification.  

  Figure 2.13 shows the bounding box and the resulting ten vertical image segments 

obtained using this method for one of the sample epithelium images.  

 
   (a) 

First medial 

axis line 

segment 1v  

(b) 

The least squares 

fitted line 1

r obtained 

from 1v  

             (c) 

The 

perpendicular of 

1

r obtained for 

generating the 

bounding box 

       (d) 

The bounding box 

was generated 

using the 

information 

obtained from 

Steps (1)-(3). 

 

Figure 2.12: Vertical segment images creation. 
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Figure 2.13: Vertical segment images. 

 

 

2.3. FEATURE EXTRACTION  

 

  For each vertical segment image, , ,....,1 2 10

S S SI I I , four different types of features 

were computed, including: 1) texture features, 2) intensity shading features, 3) geometry 

(triangle) features, and, 4) profile-based correlation features. Table 2.1 shows the feature 

labels and a brief description of each feature while the following sections elaborate the 

features. Prior to feature extraction, the RGB images of the vertical segments                      

( , ,....,1 2 10

S S SI I I ) were converted to luminance grayscale images. The luminance images for 

the vertical segments were denoted as , ,....,1 2 10

S S S
L L L  and were used for feature extraction. 

A summary of the features extracted from each vertical segment image are shown in Table 

2.1 and are presented in the following sections. If 
n

S
I  denotes the RGB image of each 
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vertical segment, where 1,2,...,10n   for the ten vertical segment images, then the 

luminance image of each vertical segment can be denoted as 
n

S
L . Features were extracted 

for each vertical segment 
n

S
L . 

Table 2.1: Feature Description 

Feature set Label Measure Description 

Texture 

features 

 

F1 Contrast of 

segment 

Returns a measure of the intensity contrast between a 

pixel and its neighbor over the whole image. 

F2 Energy of segment Measures the entropy (squared sum of pixel values in 

the segment) 

F3 Correlation of 

segment 

Returns a measure of how correlated a pixel is to its 

neighbor over the whole image. 

F4 Homogeneity of a 

segment 

Returns a value that measures the closeness of the 

distribution of pixels in the segment to the segment 

diagonal. 

F5-F6 Contrast of GLCM Measure of the contrast of the GLCM matrix obtained 

from the segment. 

F7-F8 Correlation of 

GLCM 

Returns a value that measures the closeness of the 

distribution of elements in the GLCM to the GLCM 

diagonal. 

F9-F10 Energy of GLCM Returns the sum of squared elements in the GLCM. 

Intensity 

Shading 

features 

F11 Percentage Light Percentage of region that has the light pixels. 

F12 Percentage 

Medium 

Percentage of region that has the medium pixels. 

F13 Percentage Dark Percentage of region that has the dark pixels. 

Triangle 

features 

 

F14 Average area of 

triangles 

This is the average area of the triangles formed by using 

Delaunay triangulation on the nuclei detected. 

F15 Std deviation of 

area of the 

triangles 

This is the standard deviation of the area of the triangles 

formed by using Delaunay triangulation on the nuclei 

detected. 

F16 Average edge 

length 

This is the mean of the length of the edges of the 

triangles formed. 

F17 Std deviation of 

edge length 

Standard deviation of the length of the edges of the 

triangles formed. 

Profile-

based 

Correlation 

features 

F18-F65 Weighted density 

distribution  

Correlation of profile of the segment and WDD 

function. 

 

2.3.1. Texture Features.  Texture features are usually extracted using structural, 

spectral or statistical methods [23]. Previous studies on CIN grade classification used 

texture features such as fractal dimension [12] and the measures based on the gray-level 
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co-occurrence matrix (GLCM) [5]. The texture features used in this study include 

contrast (F1), energy (F2), correlation (F3) and uniformity (F4) of the segmented region, 

combined with the same statistics (contrast, energy and correlation) obtained from the 

GLCM of the segment (F5-F10, see Table 2.1) [24]. For calculation of the GLCM matrix, 

the immediate neighborhood pixels which lay within a radius of 1 were selected, 

producing the six GLCM related texture measures [5]. This means that the gray level co-

occurrence was computed for each pixel ( , )i jn

S
L  of the vertical image segments over the 

3x3 neighborhood of ( , )i jn

S
L  [25].    

 

  2.3.2. Intensity Shading Features.  Previous studies for CIN grade classification 

primarily used texture and morphological features [5, 12, 22]. Previous studies for CIN 

grade classification primarily used features based on texture differences and the 

morphology of the epithelium region [5, 12, 23]. However, one of the important 

characteristics that pathologists use for CIN grade diagnosis includes the identification of 

hyperchromasia (dark staining) within the epithelium [3]. To that end, dark, light and 

medium intensity shading descriptors were explored in this research to characterize the 

intensity distribution within the different CIN grades. The luminance features 

characterized the dark structures such as the nuclei, light structures such as the light areas 

within the epithelium and the medium shading representative of the cytoplasm. 

  For extracting the luminance features, three different regions were marked as 

light, medium and dark shading within one of the sample images (CIN3 in this case) as 

shown in Figure 2.14. These three regions were randomly selected based on visual 

inspection of the image in Figure 2.14. Let us denote the three different regions as 
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marked in Figure 2.14 as pixelsLight , pixelsMedium  and pixelsDark  for the light, 

medium and dark shadings, respectively. The cluster centers representative of these three 

regions were obtained from these small patches and used to compute features for the 

remaining sixty-one images. The cluster centers were obtained by taking the mean value 

of the pixels within the light, medium and dark regions and denoted as clustLight , 

clustMedium  and clustDark . 

 

Figure 2.14: Representative shadings within a sample epithelium image. 
 

Next, Euclidean distances in the spatial domain were computed between the cluster 

centers and each pixel of the vertical segment 
n

S
L . Based on the Euclidean distances, 

every pixel ( , )i jn

S
L  in 

n

S
L  was assigned to the nearest cluster center ( clustLight , 

clustMedium  or clustDark ), and labeled as classLight , classMedium  or classDark . 

Finally the intensity shading features were computed as Equations 1-3 and denoted as 

percentLight (F11), percentMedium (F12) and percentDark (F13). If numLight , 

numMedium  and numDark  represent the number of pixels that were assigned to 

classLight , classMedium  and classDark  respectively, then: 

Dark Shading 

(nuclei) 

Medium Shading 

(cytoplasm) 

Light Shading 

(light areas) 
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numLight

percentLight
numLight numMedium numDark


 

 (1) 

 
numMedium

percentMedium
numLight numMedium numDark


 

 (2) 

 
numDark

percentDark
numLight numMedium numDark


 

 (3) 

  2.3.3. Geometry (Triangle) Features.  Previous research has shown that the 

triangles formed by joining the centers of the nuclei detected, using a thresholding 

technique, provide structural information of the squamous epithelium [5, 10]. The 

triangles were formed using the Delaunay Triangulation (DT) approach. For a set of 

points, the DT is a type of triangulation in which the set of points are the vertices of the 

triangles formed using DT. Delaunay Triangulation exhibits the property that no point 

lies within the circles that are formed by joining the vertices of the triangles [10]. In other 

words, as shown in Figure 2.15c, all the triangles formed using DT are unique and do not 

contain any points within the triangles. The DT uses the coordinates of the points as 

inputs and provides the vertices of the triangles formed as outputs. 

  In the current work, first we used a Circular Hough Transform (CHT)-based circle 

detection method to detect the nuclei (black rounded objects in the epithelium region) 

from the vertical segmented images. The outputs of the CHT included: 1) Centers of the 

detected circular objects, and, 2) Distribution of radii (in pixels) of the detected circular 

objects, found within the vertical segments.  For this study, we used the radius in the 

range  minR,maxR , where 5minR  pixels and 15maxR  pixels, to threshold the 

circular objects that were representative of the nuclei sizes in the epithelium image 
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dataset. This radius range was obtained from empirical analysis of the data set for images 

from each of the CIN grades. The CHT implementation presented in [26] was used in this 

paper. Once the circles (representing the nuclei) were been detected using CHT, the 

centers of the detected circles were used as vertices to create triangles using the Matlab-

based implementation of the Delaunay Triangulation (DT) method [27].  

  Figure 2.15 shows an example for locating the nuclei using the CHT and then 

applying the DT algorithm for triangulation was performed (Figure 2.15c). The features 

that were obtained from the triangles include: average area of the triangles (F14), 

standard deviation of the area of the triangles (F15), average distance between the edges 

of the triangles (F16) and standard deviation of the distance between the edges of the 

triangles (F17) [5,10]. 

 

(a) RGB image of a vertical 

segment 
n

S
I  

(b) Luminance image of a 

vertical segment 
n

S
L  

(c) Triangles created by DT 

using circle centers detected 

by CHT 

 

Figure 2.15: Triangles formed from the vertical segments. 
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2.3.4. Profile-based Correlation Features.  The fourth set of features was based 

on computing profiles of the vertical segments and correlating the profiles with basis 

functions. In previous research, profile-based correlation features were computed for 

dermatology skin lesion discrimination based on correlating the luminance histogram for 

a skin lesion image with a set of Weighted Density Distribution (WDD) basis functions 

[28]. In this research, the method as used in [28] was applied to the 1-D profiles of the 

luminance images of the vertical segments 
n

S
L .  

If R
 
denotes the number of rows and C  the number of columns for 

n

S
L , then the 

profile value of each row, ( )SP i  is defined as the average luminance value for each row 

of pixels inside the epithelium (pixels shown by the red lines in Figure 2.16) for each 

vertical segment luminance image 
n

S
L  as given in Equation 4.  

 

 
1

( , )

( )
( )

C

j

S

i j

P i
numPix i




 n

S
L

  (4) 

 

for 1,2,...,i R . Here ( )numPix i  denotes the number of pixels that are inside the 

epithelium for the i
th

 row in the vertical segment luminance image 
n

S
L . Let 

{ (1), (2),..., ( )}S S S SP P P P R  be the sequence of profile values obtained in this manner. 

Correlation-based features were extracted by correlating the profile ( SP ) with the WDD 

functions shown in Figure 2.17. 
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(5)P

(10)P

H (20)P

( 10)HP  

( )HP 

(1)P

...
. . .

...
 

Figure 2.16: Profile obtained for computing the profile-based features. 

Let 1T  denote the WDD function in Figure 2.17(a), 2T  denote the WDD function in 

Figure 2.17(b), and so forth.   

    

         (a)                      (b)                    (c)                   (d)                   (e)                   (f)  

Figure 2.17: The WDD functions used. 

 

The twelve profile-based correlation features were computed as follows. 

For the profile SP , six features 1 2 6, ,...q q q  were computed according to Equation 5. 

                                                         
1

( ) ( )
H

k k

i

SPq i T i




             (5)                                                                              
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for 1,2,...6k  . Six additional features 7 8 12, ,...q q q  were computed by correlating the six 

WDD functions with the sequence of absolute differences between profile sample values 

as Equation 6.                                                                  

 6

1

( ) ( 1) ( )
H

i

S Sk kq i iP TP i






    (6) 

for 1,2,...6k  , and ( 1) 0S iP    for 1i  . A total of forty-eight profile-based correlation 

features were obtained using the above method for the following four variations of the 

profile samples ( SP ), obtained from the vertical segment under analysis:  

a) whole profile, such that { (1), (2),..., ( )}S S S S HP P P P  ) (F18-F29); 

b) top 1/3
rd

 of the profile  such that 3{ (1), (2),..., ( )}H

S S S SP P P P   (F30-F41); 

c) middle 1/3
rd

 of the profile, such that 2
3 3 3{ ( 1), ( 2),..., ( )}H H H

S S S SP P P P       (F42-F53); and, 

d) bottom 1/3
rd

 of the profile, such that 2 2
3 3{ ( 1), ( 2),..., ( )}H H

S S S S HP P P P      (F54-F65).   

As shown above, each 1/3
rd

 of the profile (top to bottom) was analyzed separately along 

with the whole profile to extract profile-based correlation features for each 1/3
rd

 of the 

vertical segment images 
n

S
L . This was done because previous studies on CIN grade 

classification have shown that the epithelium shows structural variation (number of nuclei, 

and, nuclei-to-cytoplasm ratio) along each 1/3
rd

 (top to bottom) for the different CIN 

grades [3]. Finally, the feature vector (65x1) for each vertical segment image 
n

S
L was 

created as: 

 [F1,F2,F3,. . ., F65]TU n
SL      (7)
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2.4. CLASSIFIER ALGORITHMS 

 

Sixty-two cervigrams with expert pathologist manual segmentations of the 

squamous epithelium and labeled CIN grades (Normal, CIN1, CIN2 or CIN3) were 

obtained from NLM and examined in this study. Manual CIN grade labeling of the 

vertical segments within each image were done by the authors. Image-based epithelium 

analysis was performed based on classifying the ten individual vertical segments and 

using a voting scheme for final image-based classification. For each vertical segment, 

sixty-five features were extracted. In the classification experiments, the extracted features 

were used as inputs to the classifier. Support Vector Machines (SVM) and Linear 

Discriminant Analysis (LDA) were explored for individual vertical segment 

classification.    

   The SVM-based classifier presented in the implementation in [29] was used in 

this study. In general, SVM-based classifiers try to find an optimal hyperplane, which 

acts as a decision function to classify data in high dimensions. For linearly inseparable 

classes, the SVM optimizes to find a hyperplane that maximizes the class separation 

while minimizing a quantity (known as the penalty parameter), which is directly 

proportional to the number of misclassified instances. In this research, a linear kernel was 

used for the SVM implementation. The penalty parameter to be used in the SVM 

classifier for the linear kernel was obtained using the leave-one-image-out method, as 

explained in the experimental results section [30].  

The other classification method that was investigated in this study included the 

LDA-based classifier [31]. The LDA method optimizes a linear transformation operator 

which depends on the ratio of the inter-class variance to the intra-class variance. 
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Optimization of this linear transformation operator was done by maximizing the inter-

class variance normalized over intra-class variance, thereby guaranteeing maximum class 

separability [32-33]. The Matlab
®

-based implementation of the method presented in [31] 

was used for this study. For classification, the following four steps were performed: 

Step 1: Train the classification algorithm (SVM or LDA) using a leave-one-image-out 

approach, whereby, the classifier is trained based on the individual vertical segment 

feature vectors U n
SL

 for all but the left out epithelium image (used as the test image).  

Step 2: Classify each vertical segment of the left out test image into one of the CIN 

grades using the SVM or LDA classifier.   

Step 3: Assign the test epithelium image to the class (Normal, CIN1, CIN2, CIN3) using 

a voting scheme. The CIN grade of the test epithelium image was assigned based on 

whichever class is most frequently assigned to each of the vertical segments for the image 

(most frequently occurring class assignment for the ten vertical segments in Step 2). If 

there is a tie with the most frequently occurring class assignment among the vertical 

segments, then the epithelium image is assigned to the higher class. For example, if there 

is a tie between CIN2 and CIN3, then the image would be labeled as CIN3.  

Step 4: Repeat steps 1-3 for all the epithelium images in the experimental data set. 

Note that the epithelium image shown in Figure 2.14 was eliminated from the 

testing step. Hence for classification, sixty-one out of the sixty-two images were used. 

This was done because the cluster centers for the intensity shading features were 

computed from the image shown in Figure 2.14. Therefore in order to remove any bias 

during the classification process, this image was excluded for the classification 

experiments.  
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3. EXPERIMENTS PERFORMED 

 

 

 

There were four sets of experiments that were performed in this study and are 

presented in this section. 

 

3.1. CLASSIFICATION OF VERTICAL SEGMENT IMAGES 

 

For the first set of experiments, all the features extracted from the vertical 

segment images were used as inputs to train the SVM/LDA classifier. Using the leave-

one-image out approach (as presented in Step 1 of Section 2.4), the ten vertical segment 

images of the test image was assigned a CIN grade. 

 

3.2. FUSION OF THE CIN GRADES OF VERTICAL SEGMENTS 

 

In the second set of experiments, the CIN grades of the vertical segment images 

obtained from Section 3.1 were fused to obtain the CIN grade of the test epithelium 

image (see Figure 3.1). Fusion of the CIN grades of the vertical segment images was 

done using a voting scheme as presented in Step 2 of Section 2.4. For scoring the 

epithelium image classifications, three approaches were examined:   

 

Approach 1 (Exact Class Label): The first approach is exact classification, meaning that 

if the class label automatically assigned to the test image is the same as the expert class 
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label, then the image is considered to be correctly labeled.  Otherwise, the image is 

considered to be incorrectly labeled.   

Approach 2 (Windowed Class Label): The second scoring approach is a windowed 

classification scheme. Using this approach, if the predicted CIN grade level for the 

epithelium image is only one grade off as compared to the actual CIN grade, we 

considered it as correct prediction. For example, if CIN1 was predicted as Normal or CIN 

2, the result would be considered correct. If CIN1 was predicted as CIN3, the result 

would be considered incorrect.  

Approach 3 (Normal vs. CIN): For the third approach, we considered the prediction 

incorrect when a Normal stage was predicted as any CIN stage and vice-versa. 

 

3.3. CLASSIFICATION OF THE WHOLE EPITHELIUM 

 

For the third set of experiments, features were extracted from the whole 

epithelium image, without creating the individual vertical segment images (see Figure 

3.1). Features extracted from the whole image were used as inputs to the SVM/LDA 

classifier using the same leave-one-image out approach. This set of experiments was 

investigated to compare the performance of the fusion-based epithelium classification 

(Section 3.2) as compared to classifying the epithelium image as a whole. The same 

scoring approaches as presented in Section 3.2 were used to evaluate the performance of 

the whole epithelium classification.  

Figure 3.1 overviews the classification methods using the fusion-based approach 

(Section 3.2) and the whole image approach (Section 3.3). 
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Figure 3.1: Fusion-based approach v/s whole image approach. 

 

 

3.4. FEATURE EVALUATION AND SELECTION 

 

For feature evaluation and selection, a SAS®-based implementation of 

Multinomial Logistic Regression (MLR) was used [33-35]. In general, MLR is used for 

modeling nominal outcome variables, wherein the log odds of the outcomes are modeled 

as a linear combination of the predictor variables. The p-values obtained from the SAS-

based MLR output were used as a metric for feature selection. For feature selection, the 

p-values are used to check the null hypothesis that a particular predictor’s regression 

coefficient is zero, provided the rest of the predictors in the model are rejected. Previous 

research has shown that if a feature has a p-value less than alpha ( ), then the null 

hypothesis could be rejected and the feature is considered to be statistically significant 

[34-36].  

Epithelium image 

Create vertical segment images 

Extract features from vertical 

segment images 

CIN grade classification of each 

vertical segment image  

Fuse CIN grades vertical segment 

images using a voting method to 

obtain the CIN grade of the 

epithelium image 

Fusion-based approach (Section 3.2) Whole image approach (Section 3.3) 

Epithelium image 

Extract features from the 

whole (epithelium) image 

CIN grade classification of the 

whole (epithelium) image  
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4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

 

As previously stated, the vertical segment image classifications (CIN grading) 

were obtained using the SVM/LDA classifier using a leave one image out approach. The 

vertical segment classifications were fused using a voting scheme to obtain the CIN grade 

of the epithelium image. The performance evaluation of the epithelium image 

classifications using the fusion approach was done using the three approaches as 

presented in Section 3.2. Tables 4.1 and 4.2 give the confusion matrix for the epithelium 

image classification results obtained using the fusion-based approach, for the SVM and 

LDA classifiers respectively. 

Table 4.1: Result of SVM classifier (features from vertical segments). 
 Normal CIN1 CIN2 CIN3 

Normal 11 0 1 0 

CIN1 4 5 4 0 

CIN2 1 7 9 10 

CIN3 2 0 0 9 

 

Table 4.2: Result of LDA classifier result (features from vertical segments). 
 Normal CIN1 CIN2 CIN3 

Normal 12 2 0 0 

CIN1 4 7 4 0 

CIN2 0 3 8 5 

CIN3 0 0 2 14 

 

From Table 4.1 and 4.2, we can see that the exact class label scoring scheme 

shows an accuracy of 55.7% using the SVM classifier and 67.2% using the LDA 

classifier. The Normal v/s CIN scoring approach yielded an accuracy of 90.2% for both 
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the SVM and LDA classifiers. For the windowed class scoring approach, SVM showed 

an accuracy of 96.7% while LDA showed an accuracy of 100.0%. Tables 4.1 and 4.2 

present the results when the vertical segment classifications were fused to obtain the CIN 

grade of each epithelium image. However, in order to analyze the advantage of using the 

fusion-based approach for epithelium classification, we extracted features from the whole 

epithelium image instead of partitioning it into vertical segments, and the classified the 

image using the same SVM/LDA based classifiers as stated previously. Table 4.3 and 4.4 

shows the whole image classification results. 

Table 4.3: Result of SVM classifier result (features from whole images). 
 Normal CIN1 CIN2 CIN3 

Normal 9 2 1 2 

CIN1 0 5 3 1 

CIN2 5 5 5 7 

CIN3 2 1 5 8 

 

Table 4.4: Result of LDA classifier result (features from whole images). 
 Normal CIN1 CIN2 CIN3 

Normal 9 4 1 0 

CIN1 5 2 5 1 

CIN2 2 3 6 9 

CIN3 0 4 2 8 

 

From Tables 4.3 and 4.4, the exact class label scoring scheme provided an 

accuracy of 44.3% using the SVM classifier and 40.9% using the LDA classifier. The 

Normal v/s CIN scoring approach exhibited an accuracy of 80.3% for both the SVM and 

LDA classifiers. For the windowed class scoring approach, SVM’s accuracy was 80.3% 

while LDA showed an accuracy of 86.9%. Comparing the results from Tables 4.1 and 4.2 

to Tables 4.3 and 4.4, for the exact class label scoring, the fusion-based approach showed 
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an improvement of 11.4% in accuracy as compared to the whole image-based approach 

for the SVM classifier and an improvement of 26.3% for the LDA classifier. For Normal 

v/s CIN scoring, accuracies for both the SVM and LDA classifiers increased by 9.9% 

using the fusion-based approach as compared to the whole image-based approach. The 

accuracy using the fusion-based approach increased by 16.4% for SVM and 13.1% for 

LDA when the performance was evaluated using the windowed scoring method. The 

results presented in Tables 4.1-4.4 appear to indicate that the fusion-based method for 

CIN grade classification of the epithelium images provides a better estimate of the 

epithelium CIN grade as compared to analyzing the epithelium as a whole, thus 

validating the fusion-based approach developed in this study. 

For feature evaluation and selection experiments, all the sixty-five features 

extracted from the individual vertical segments were used as inputs to the SAS-based 

MLR. For this study, we used  =0.05 to obtain the statistically significant features. As 

shown in Table 4.5, forty-two features out of the overall sixty-five features were 

obtained, whose p-values were less than  . Only the statistically significant features, as 

obtained from the feature evaluation and selection are shown in Table 4.5. 

Table 4.5: Features with corresponding p-values.  

Feature 
p –

value 
Feature 

p-

value 
Feature 

p-

value 
Feature 

p-

value 
Feature 

p-

value 
Feature 

p-

value 

F1 0.0001 F11 0.0001 F22 0.0002 F30 0.0001 F38 0.0002 F56 0.0001 

F2 0.0001 F13 0.0001 F23 0.0001 F31 0.0001 F39 0.0067 F57 0.0001 

F4 0.0001 F14 0.0021 F24 0.0001 F32 0.0027 F40 0.0001 F60 0.0021 

F5 0.0010 F16 0.0039 F25 0.0007 F33 0.0034 F42 0.0007 F61 0.0022 

F7 0.0023 F18 0.0047 F26 0.0001 F34 0.0001 F48 0.0001 F62 0.0001 

F9 0.0001 F19 0.0019 F28 0.0036 F35 0.0039 F54 0.0045 F64 0.0001 

F10 0.0001 F20 0.0033 F29 0.0001 F37 0.0001 F55 0.0047 F65 0.0011 
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Based on the statistically significant features as obtained in Table 4.5, the next set 

of experiments were conducted to evaluate the classification accuracies using the reduced 

features as compared to using all the sixty-five features. Note that the reduced feature 

classifications were done only for the fusion-based epithelium analysis. The classification 

algorithms (SVM/LDA) were applied to the reduced features obtained from the vertical 

segments, followed by fusing of the vertical segment classifications to obtain the CIN 

grade of the epithelium. The reduced feature classifications obtained in this manner is 

summarized in the confusion matrices in Table 4.6 and Table 4.7 for the SVM- and LDA-

based methods respectively.  

Table 4.6: Result of SVM classifier (reduced features & vertical segments). 
 Normal CIN1 CIN2 CIN3 

Normal 11 0 0 0 

CIN1 3 6 3 0 

CIN2 2 6 10 11 

CIN3 0 0 1 8 

 

Table 4.7: Result of LDA classifier (reduced features & vertical segments). 
 Normal CIN1 CIN2 CIN3 

Normal 13 0 0 0 

CIN1 3 10 3 0 

CIN2 0 2 10 4 

CIN3 0 0 1 15 

 

From Table 4.6, the following correct recognition rates were obtained for the 

reduced features using the SVM-based classifier: windowed class label of 96.7%, Normal 

vs. CIN of 91.8%, and exact label of 57.4%. From the confusion matrix shown in Table 

4.7, the following correct recognition rates using the reduced features for the LDA-based 
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classifier were obtained: windowed class label of 100.0%, Normal vs. CIN of 95.1%, and 

exact label of 78.7%. Here one can see that the windowed classification scheme produced 

consistently high correct recognition rates for both the SVM- and LDA-based classifiers. 

Normal vs. CIN correct recognition rates were high using both classifiers (SVM: 91.8% 

vs. LDA: 95.1%). For the exact class labels, the LDA-based classifier had a correct 

recognition rate of 78.7% as compared to SVM’s 57.4%. Based on the results in Table 

4.6 and Table 4.7, we can observe that the reduced feature analysis of the epithelium 

images improves the accuracy of CIN grade classification. For the SVM classifier, an 

improvement of 1.7% in accuracy was obtained for CIN grade classification using the 

fusion-based approach, while the LDA classifier showed an improvement of 11.5% in 

accuracy using the fusion-based approach for exact CIN labeling scoring approach. It 

could also be observed in both Tables 4.6 and 4.7 that most confusion occurred between 

the CIN1 and CIN2 grades. 

Overall, the classification results demonstrate that the windowed approach and the 

Normal vs. CIN scoring approach provide excellent accuracies of prediction for the data 

set investigated in this study. The windowed classification results presented in this study 

are important considering the intra- and inter-expert pathologist variability for CIN grade 

assignment of the epithelium [6-8]. The high classification accuracy obtained using the 

windowed approach clearly demonstrates that the nearby classes (Normal/ CIN1 or 

CIN1/CIN2 or CIN2/CIN3) are very similar and therefore difficult to discriminate. It also 

explains the intra- and inter- pathologist variation in labeling of these images.  

As compared to the windowed (Approach 2) and Normal vs. CIN (Approach 3) 

classification schemes, the exact class labels (Approach 1) had lower prediction accuracy. 
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However, the 78.7% accuracy of exact class label prediction using the reduced features is 

16.4% higher than the existing benchmark results for automated CIN diagnosis (62.3%) 

as presented by Keenan et al. in [10] and 10.7% higher than the accuracy of the method 

used by Guillaud et al. (68%) in [13]. This suggests that the method developed in this 

study using the vertical segment analysis and fusion of the vertical segment CIN grades 

for obtaining the image-based CIN classification is an improvement over the existing 

methods for automated CIN diagnosis. Even though our method outperformed the 

existing methods for CIN grade classifications, based on our observation, there are 

possible contributors to the variations and relatively low classification results for the 

exact class label scoring approach. These factors include similarity between images of 

nearby CIN grades such as CIN1 and Normal, CIN1 and CIN2. As shown in the 

confusion matrix, most misclassifications occurred between CIN1 and CIN2, suggesting 

that these are very similar classes. Also, the investigator designated individual vertical 

segment class labels have some variations and inaccuracies as well since these were not 

done by an expert pathologist.   
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5. CONCLUSIONS 

 

 

In this study, a framework for automated CIN grade classification of segmented 

epithelium regions has been developed. The method developed in this research includes a 

proposed distance transform and bounding box- based medial axis detection algorithm 

followed by partitioning the epithelium region into vertical segments using the medial 

axis. Within the current framework, epithelium region classification was performed based 

on: 1) Expert-labeling of the epithelium images as Normal, CIN1, CIN2, and CIN3, and, 

2) Investigator-labeling of the created vertical segments into the same four CIN grades. 

The vertical segments were classified using a SVM or LDA classifier, based on the 

investigator-labeled training data of the segments. Finally, a novel fusion-based 

epithelium image classification is proposed wherein a voting scheme was used to fuse the 

vertical segment classifications to obtain the image-based classification of the segmented 

epithelium.  

We found that the LDA-based classifier outperformed the SVM-classifier in all 

the scoring approaches used. Using the LDA classifier upon the reduced set of features 

and based on a windowed classification scheme for epithelium region classification, 

correct prediction rates as high as 100% were obtained. Normal vs. CIN classification 

rates was as high as 95.1% while the rates for exact class labels were as high as 78.7% 

using the reduced set of features. Future research would involve using computational 

intelligence-based methods for medial axis detection and CIN grade classification. 

However for incorporating such methods, it is important to include more training images 

from the cervigrams to obtain a comprehensive data set for different CIN grades. Since 
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the bottleneck for automated CIN grade classification is the computationally intensive 

and time consuming automatic epithelium segmentation, any algorithm developed for 

medial axis detection and CIN grade classification needs to be computationally very fast 

in order to facilitate a reasonable time for automated CIN diagnosis [5, 37]. 
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SECTION 

2. CONCLUSIONS 

 

 

 

This dissertation proposes data fusion techniques for NDE data, biomedical 

images with text, and histology cervical cancer images. Data fusion was applied to these 

areas to extend the state-of-the-art methods for: 

 1) structural defect detection and characterization using intra- and inter-

modal fusion of NDE data,  

2) automated biomedical text detection and recognition using fusion of 

horizontal and vertical text, and,  

3) cervical cancer diagnosis by fusion of diagnosis from different parts of the 

epithelium to obtain an image-based diagnosis.  

To summarize, the research performed showed that fusion of data at the raw-, 

feature- and decision-level is important for enhanced detection and characterization. 

Raw-data fusion using geometrical methods were used to obtain a better estimation of the 

medial axis for histology image classification. Feature level fusion using statistical 

methods were used for biomedical images for enhanced character recognition.  

Multi-modal decision level fusion of NDE data using RX-statistic and fuzzy logic 

were used to create geometrical models of aircraft structures for FEM and analysis. These 

multi-modal fused models showed enhanced ability to predict failure as compared to uni-

modal models. Additionally, decision level fusion was performed using a voting scheme 

for the vertical segmented images in histology image classification.  
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The research presented in this dissertation concludes that: 1) feature-level data 

fusion techniques are useful for dimension reduction, which in turn can increase the 

prediction accuracy, 2) decision level data fusion techniques could be employed for 

enhanced classification. Experimental results from this dissertation show that as 

compared to conventional image processing techniques, data fusion methods can provide 

enhanced image analysis and classification by using feature- and decision-level fusion 

techniques. 
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