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ABSTRACT 

The work presented in this dissertation aims at ab initio calculations of the 

infrared absorption cross section, heat capacity, self-diffusion coefficient, shear viscosity 

and thermal conductivity of a polyatomic fluid with the aid of statistical mechanics. The 

simulation is firstly focused on calculating single-molecule properties such as molecular 

structure, vibrational energy eigen values and transition dipole moments using an 

efficient method based on the density functional theory. Based on these ab initio results, 

the infrared absorption cross sections are determined by the Fermi’s Golden rule, and the 

thermophysical properties are determined from molecular dynamics simulations. Using 

carbon dioxide as an example, the accuracies of the proposed calculation methods are all 

examined by comparing the simulated results with the experimental data in a wide range 

of temperature and pressure. It is found that the thermophysical properties of carbon 

dioxide at dilute and moderate densities can be accurately calculated without using any 

experimental data. It is shown that the quantum effects of molecular vibrations can be 

nicely accounted for by either a Monte Carlo method or an analytical correction term 

proposed in this work. The simulation results demonstrate the importance of considering 

the vibrational contribution to the thermal conductivity. It is found vibrations mainly 

contribute to the thermal conductivity through self-diffusion processes. It is also shown 

that the present method can be readily extended to calculate the temperature and density 

dependence of transport properties of other polyatomic fluids such as methane of which 

the experimental transport property data are of low accuracy or nonexistent. 
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1. INTRODUCTION 

Fluid properties such as infrared absorption cross section, heat capacity, self-

diffusion coefficient, shear viscosity and thermal conductivity are important parameters 

for device design and modeling of heat and mass transfer in fluids. The accurate 

experimental data of these properties at conditions close to room temperature and 

atmospheric pressure are generally available for different fluids. However, fluid 

properties at high temperatures and/or high pressures are relatively difficult to be 

measured accurately by experiments. In this case, molecular simulations can serve as an 

alternate method for obtaining fluid properties data. In principle, as long as the structures 

of the molecules in the fluid and the intermolecular potentials which describe the 

interactions between molecules are known, all thermophysical properties of a fluid at any 

given temperature and pressure can be determined directly from computer simulations. 

Starting from ab initio calculation of single-molecule properties such as molecular 

structure, the moment of inertia, vibrational energy eigen values etc., it is shown in this 

dissertation that the thermophysical properties of a polyatomic fluid can be accurately 

determined without relying on any experimental data. The molecular simulation in this 

work mainly focuses on the calculation of fluid properties of carbon dioxide because 

accurate experimental fluid property data of carbon dioxide are available in a wide range 

of temperature and pressure. The accuracy of the simulation methods can be examined by 

comparing the calculated carbon dioxide properties with the experimental data. The 

validated methods are then extended to calculate the thermophysical property of other 

polyatomic fluids of which the experimental data are of low accuracy or nonexistent. 
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1.1 AB INITIO CALCULATION OF SINGLE-MOLECULE PROPERTIES 

The most widely studied molecular fluid is, perhaps, argon because argon is a 

monatomic molecule and suitable for accurate molecular simulations with a simple 

isotropic intermolecular potential. In the simulation of a polyatomic fluid, however, the 

internal modes of motion in addition to the translational motion must be taken into 

account in order to calculate the fluid property accurately. To include the internal modes 

of motion, i.e. rotational and vibrational motions into the molecular model, it is necessary 

to calculate the intramolecular potential energy surface (PES) of a given polyatomic 

molecule. Once the intramolecular PES is know, it can be used to determine single-

molecular properties such as the molecular structure and vibrational energy eigen values. 

Carbon dioxide molecule is used as an example in the calculation. 

The ab initio calculation of intramolecular PESs of a triatomic molecule has been 

implemented in many papers [1-7] by the coupled-cluster singles and doubles excitation 

with perturbative treatment of triple excitations [CCSD(T)] [8] method and the multi-

reference configuration interaction (MRCI) method. Localized basis sets such as 

augmented correlation-consistent polarized quadruple zeta (aug-cc-pVQZ) functions 

were used in these calculations. Using these methods and basis sets, the potential energies 

were normally evaluated at 10
2
 to 10

3
 different nuclear configurations that are close to the 

molecular equilibrium structures. The data were then fitted by polynomial expansions in 

displacement coordinates, and used in the calculations of molecular properties. In some 

calculations [2], the coefficients in polynomial expansions needed to be optimized in 

order to accurately reproduce the experimental values of fundamental transition energies. 

Generally, the CCSD(T) and MRCI methods combined with localized basis sets gives 
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accurate calculated results. But the method is very computationally demanding. In this 

work, an efficient method based on the density functional theory (DFT) is presented to 

calculate the intramolecular PES as a function of the nuclear configuration by solving the 

electronic Schrödinger equation. Once the electronic Schrödinger equation is solved, the 

electron charge distribution which is used to calculate the molecular dipole moment can 

be readily obtained. In the calculation, the Projector-Augmented Wave (PAW) exchange-

correlation potential functionals [8, 9] and Plane Wave (PW) basis functions are used. 

The calculation method is much more efficient compared to the CCSD(T) method with 

localized basis functions. The intramolecular potential energies of carbon dioxide at more 

than 10
5
 different nuclear configurations are calculated in this work. Using the calculated 

PES, the equilibrium molecular structure is determined from the conjugate-gradient 

algorithm [10] and the vibrational energy eigen values are determined by solving the 

vibrational Schrödinger equation. The calculated vibrational wave functions combined 

with the calculated dipole moment functions are used to calculate the vibrational 

transition dipole moment which is an important parameter in the calculation of infrared 

absorption cross sections. The calculated infrared absorption cross sections are compared 

with experimental results to examine the accuracy of the calculation method. The 

calculated equilibrium molecular structure and vibrational energy eigen values are 

employed in the subsequent molecular dynamics (MD) simulation of thermophysical 

properties of carbon dioxide. 

 

1.2 MD SIMULATIONS OF THERMOPHYSICAL PROPERTIES 

The heat capacity, self-diffusion coefficient, shear viscosity and thermal 

conductivity of carbon dioxide in a wide range of temperature and pressure are 
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determined from MD simulations. Among these four properties, heat capacity is a static 

property which can be determined from energy fluctuations of the fluid at a given 

temperature and pressure. The remaining three are transport properties. Self-diffusion 

coefficient measures the transport of mass. Shear viscosity measures the transport of 

momentum. Thermal conductivity measures the transport of energy. In 1950s, Green and 

Kubo derived exact formulas to calculate the transport properties of fluids as the integrals 

over the appropriate time correlation functions [11-13]. According to these formulas, the 

transport properties of a fluid at a given temperature and pressure can be determined 

directly from computer simulations as long as the structure and the intermolecular 

potential of molecules in the fluid are known. The time correlation functions associated 

with the transport properties of interest have been calculated numerically by equilibrium 

MD simulations since 1970s [14-20]. Although the transport properties calculated based 

on the Lennard-Jones (LJ) model for fluids over a wide range of fluid states have been 

fully discussed [21], these results cannot be applied directly to real fluids because a LJ 

potential is unable to accurately describe the real anisotropic interaction between 

polyatomic molecules. In this work, the transport properties are all calculated by 

equilibrium MD simulations from anisotropic pair potentials.  

Comparing to other calculation method such as the classical-trajectory (CT) 

method [22-25], the Rainwater-Friend [26,27] and modified Enskog theories [28,29], and 

the non-equilibrium MD simulation method [30-33], the equilibrium MD simulation 

method has the following advantages. 

Firstly, the equilibrium MD simulation is applicable at arbitrary densities and 

temperatures. Secondly, the equilibrium MD simulation is a multi-property method. The 
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static and transport properties can be all obtained from the output of a single equilibrium 

run. Thirdly, if an accurate intermolecular PES is available and the simulation length is 

long enough, the fluid thermophysical properties can be accurately determined from the 

equilibrium MD simulation without relying on any experimental data. Therefore, the 

equilibrium MD simulation is applied in this work. 

In MD simulation of a polyatomic fluid, a classical treatment of translational and 

rotational motions is normally valid, which, however, may not be true for vibrational 

motions. The characteristic vibrational temperature normally varies from a few hundred 

K’s for vibrational modes, such as torsional vibrations, to several thousand K’s for 

vibrational modes, such as stretching vibrations. Generally, two approaches are 

frequently used to treat different vibrational motions. The first one is to treat the 

vibrational motion classically [33−39]. This classical approximation is appropriate if the 

characteristic temperature of the vibrational mode is considerably lower than the 

simulation temperature. The other approach is to apply constraints to the bond lengths or 

bond bending angles, and the stretching or bending energy is accordingly neglected [33, 

35, 38, 39]. The second approach is normally applied when the characteristic temperature 

of the vibrational mode is much higher than the simulation temperature. However, there 

exist many vibrational modes of which the characteristic temperature is not too much 

higher than the simulation temperature. In these cases, the vibration motion is strongly 

affected by quantum effects. The classical treatment of vibrational modes is likely to be 

seriously in error. On the other hand, a simple neglect of vibratoinal energies is also not 

appropriate, because a non-negligible population of molecules may have been excited at 

the simulation temperature. As an example, Nieto-Draghi et al. [33] have shown that both 
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the classical treatment and the neglect of vibrational motions of CO2 lead to a significant 

underestimate of thermal conductivity at the supercritical state. A Monte Carlo (MC) 

method is proposed in this work to taken into account the quantum effects of molecular 

vibrations. The MC method is based on the assumption that the exchange of energy 

between the constrained vibrational motion and all other modes of motion is negligible. 

The method works well for carbon dioxide at dilute and moderate densities. Based on 

these results, an analytical correction term is proposed in this work to account for the 

quantum effects of the vibrational contribution to the thermal conductivity. The proposed 

correction term is found to be able to nicely account for the transport of the vibrational 

energy in CO2 fluid at both gaseous and supercritical states. The proposed method is also 

applied to methane at dilute and intermediate densities. The accuracy of the proposed 

calculation method is examined by comparing the calculated results with the available 

experimental data and also with the results from other calculation methods. 

In addition, the contribution to the thermophysical properties from intermolecular 

potential as a function of density is studied in this work. At all simulated state points, the 

molecules are considered as a rigid rotor and the structure of the molecule is assumed as 

independent of the vibrational energy state and not affected by the interaction between 

molecules. In order to obtain calculation results with a low statistical error, a very long 

simulation length is carried out at each simulated state point. Each long simulation is 

divided into hundreds of parallel runs which are independently initialized and 

equilibrated at the given temperature and pressure (or density). A possible extension of 

the proposed simulation method to more complex molecular fluid system is discussed. 
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1. Determination of vibrational energy levels and transition dipole moments of CO2 

molecules by Density Functional Theory 

 

 

Zhi Liang and Hai-Lung Tsai
*
 

Department of Mechanical and Aerospace Engineering, Missouri University of Science 

and Technology (formerly University of Missouri-Rolla), Rolla, MO 65409, USA 

 

  

Abstract 

An efficient method is presented to calculate the intra-molecular potential energies and 

electrical dipole moments of CO2 molecules at the electronic ground state by solving the 

Kohn-Sham (KS) equation for a total of 101,992 nuclear configurations. The Projector-

Augmented Wave (PAW) exchange-correlation potential functionals and Plane Wave 

(PW) basis functions were used in solving the KS equation. The calculated intra-

molecular potential function was then included in the pure vibrational Schrödinger 

equation to determine the vibrational energy eigen values and eigen functions. The 

vibrational wave functions combined with the calculated dipole moment function were 

used to determine the transition dipole moments. The calculated results were compared 

with the experimental data. 

                                                 

*
 Electronic mail: tsai@mst.edu. 
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1. Introduction 

Two important problems in the study of infrared absorption spectrum are to determine 

vibrational energy levels and molecular transition dipole moments. To obtain these 

results, it is necessary to calculate the intra-molecular potential energy surface (PES) and 

molecular dipole moment surface (DMS) by ab initio methods. The ab initio calculations 

of PESs and DMSs of tri-atomic molecules were implemented in several papers [1-7] by 

the coupled-cluster singles and doubles excitation with perturbative treatment of triple 

excitations [CCSD(T)] [8] method and the multi-reference configuration interaction 

(MRCI) method. Localized basis sets such as augmented correlation-consistent polarized 

quadruple zeta (aug-cc-pVQZ) functions were used in these calculations. Using these 

methods and basis sets, the potential energies and dipole moments were usually evaluated 

at 10
2
 to 10

3
 different nuclear configurations that are close to the molecular equilibrium 

structures. The data were then fitted by polynomial expansions in displacement 

coordinates, and used in the calculations of molecular properties. In some calculations
2
, 

the coefficients in polynomial expansions needed to be optimized in order to accurately 

reproduce the experimental values of fundamental transition energies. Generally, the 

CCSD(T) and MRCI methods combined with localized basis sets gives accurate 

calculated results. But the method is very computationally demanding. 

 

In this paper, Density Functional Theory (DFT) was used to determine the electronic 

ground state potential energy of the CO2 molecule. Using DFT, the many-electron 

Schrödinger equation could be transformed to an effective one electron Schrödinger 

equation, i.e., KS equation. There are two critical problems in solving the KS equation; 
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one is to find appropriate exchange-correlation functionals, and the other is to choose 

appropriate basis functions. In the calculations, PAW potentials [9,10] and PW basis sets 

were used. DFT method with PW basis sets has several advantages over CCSD(T) 

method with localized basis functions. These include: 

 

(i) In DFT, the ground-state electronic energy and dipole moment are uniquely 

determined by the ground-state charge density which is a function of only three variables. 

Compared to methods such as CCSD(T), DFT reduces the computational cost so that 

more configurations of small molecules can be evaluated and rather larger molecules are 

able to be handled. (ii) The KS equations take on a very simple form if PW basis 

functions are used. The well-developed numerical schemes for the Fourier transforms can 

be used to evaluate the Hamiltonian matrix elements so that much computational time is 

saved. (iii) Compared to localized basis sets, no basis-set corrections to forces are needed 

for PW basis sets because PW basis sets do not depend on nuclear positions.  So the PW 

basis sets allow for relatively simple calculations of forces in the determinations of 

molecular equilibrium geometries. (iv) The same PW basis sets can be used for all atomic 

species [11].  

 

Due to the high efficiency of the calculation method we use, intra-molecular potential 

energies and molecular dipole moments were evaluated at more than 10
5
 different nuclear 

configurations so that the PES and MDS could be constructed without interpolations or 

fitting to polynomial expansions. However, there are some problems we need to consider 

in the calculations if we want to implement PW basis functions to an aperiodic system 
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like an isolated molecule [12]. The problems will be discussed Section II. Appropriate 

parameters should be selected to make a compromise between computational time and 

accuracy.  

 

By solving the KS equation, both the intra-molecular PES and molecular MDS were 

obtained. The calculated potential energy function was included in the vibrational 

Schrödinger equation. To efficiently solving the vibrational Schrödinger equation, we 

split the four-variable potential energy function into four one-variable potential functions 

that correspond to the potential functions of four vibrational normal modes of CO2 and 

one perturbation function. The four one-dimensional Schrödinger equations were then 

obtained by the separation of variables. The solutions of these Schrödinger equations 

were used as the 0
th

 order results. The perturbation function was then included to obtain 

the real vibrational energy eigen values and wave functions. These results combined with 

calculated dipole moment functions were used to calculate the molecular transition dipole 

moments. The calculated results were compared with the experimental values. The details 

are shown in Section III. 

 

2. Potential and dipole moment surfaces 

In the first step, we calculate the intra-molecular potential energy and molecular 

dipole moment as a function of CO2 nuclear configurations. Using the Density Functional 

Theory, the Born-Oppenheimer potential energy at each nuclear configuration can be 

determined by solving an effective one electron Schrödinger equation (i.e., KS equation 

[13]) as 
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ˆ 1 1    KS KS KS KS

i i iH    (1a) 

221
1 22

12

ˆwhere  1

eff

KS A
xc

A iA

V r

rZ
H dr v

r r
 (1b) 

In Eq. (1), 1KS  is the one electron wave function and 
2

1

n
KS

i

i

r  is the electron 

charge density function. If this equation is solved, the charge density distribution r  is 

also known. r  can then be used in the calculation of the molecular dipole moment by 

the following equation 

centerd r dr r r R  (2) 

where 
centerR  is the center of the molecule. Note Eq. (1) is written in atomic units.  

 

The first three terms in the Hamiltonian of the KS equation, i.e., the electronic kinetic 

energy, the electron-nuclear attraction potential, and the electron-electron repulsive 

potential all have explicit forms. However, the last potential term vxc, i.e., the exchange-

correlation potential is unknown. Some approximations must be made to obtain an 

appropriate vxc. In our calculations, we used a PAW potential (pseudopotentials were 

used to represent the core electrons), which is supplied by the Vienna Ab Initio 

Simulation Package (VASP). [14,15] 

 

Now, the problem turns to how to select the basis functions. The basis functions 

should be chosen so that the wave function KS

i
 satisfies proper boundary conditions. In 

our calculations the CO2 molecule was placed in the center of a cubic supercell of side L  
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as shown in Fig. 1. In order to use PW functions as basis functions, Periodic Boundary 

Conditions (PBC’s) were applied. So the one electron wave function can be written as 

 iK r

K

r K e  (3) 

where 2K l m , m is an integer, K  is a wave vector, and l  is a lattice vector. The 

PW functions have a big advantage in solving KS equations because the Hamiltonian 

matrix elements now become [16] 
*

1

c

1ˆ ˆ 1iK r KS iK r

K K
H dr e H e

V
, where 

cV  is the 

volume of the cubic supercell which is used as the normalization factor. In Eq. (1), we 

know 
21
12

ˆ KS

effH V r .  (4a) 

Hence, 
2 1ˆ

2

i K K r

effK K KK

c

K
H V e dr

V
 (4b) 

One can see that the second part of Eq. (4b) is the Fourier transform of an effective 

potential which can be easily evaluated by the well-developed numerical schemes. 

 

In the implementation, the PW basis functions must be truncated at some wave 

number K . This wave number should be high enough to account for some fast oscillating 

components of the electronic wave functions. In the calculation, cut-off energy was used 

to control the number of basis functions, and the relation is shown Eq. (5). 

2

2 2 2 2

2 2

2

2 2

x y z

cut

e e

N N N
K L

E
m m

  (5) 

where Ni is the number of basis functions in i direction. From Eq. (5) one can see the 

number of basis functions is determined by both the supercell size L  and cut-off energy 
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cutE . A large L  or 
cutE  corresponds to a large number of basis functions. A large number 

of basis functions correspond to a high accuracy and computational cost. Hence, one 

must pick the appropriate supercell size and cut-off energy to make a compromise 

between accuracy and computation cost. 

 

2.1. Choose appropriate supercell size 

Although the PBC’s with PW basis functions could save much computational time, 

this method brings one problem in the calculations of isolated molecules. As shown in 

Fig. 1, there exist spurious interactions of aperiodic charge density with its images in the 

neighboring supercells. The potential energy E L  calculated in a finite cubic supercell 

with side L  differs from the potential energy calculated in the limit 0E E L . To 

estimate 
0E  from the calculated E L , one needs to know the asymptotic dependence of 

E on L . It was proved [12] that the asymptotic behavior of an isolated neutral molecule 

without dipole moment in a cubic supercell can be determined by the quadrupole-

quadrupole interaction, which has a functional dependence of 5L . We calculated the 

equilibrium C-O separation 
er  and the minimal potential energy 

minU of the molecule at 

different supercell sizes. The calculations were performed using the program VASP. The 

cut-off energy was chosen as 1000eV. The results were shown in Fig. 2, where one can 

see that both 
minU  and 

er  converge very fast with the supercell size. The calculated re is 

1.162Å which is very close to the experimental value [17] 1.160 Å.  

 



14 

 

 

However, a CO2 molecule only has zero dipole moment at symmetric linear 

configurations. When the molecule deviates from its equilibrium configuration, it could 

have dipole moment. In this case, the asymptotic dependence of potential energy on 

supercell size is dominated by a dipole-dependent term 
2

32

3 cell
c

d rr r
V

. The absence 

of this dipolar term could lead to a 3O L  convergence [12]. Figure 3 shows the 

potential energy of asymmetric stretching a CO2 molecule by 0.15Å from equilibrium as 

a function of supercell size. The calculations were performed both with and without the 

dipolar term, and the results are shown in Fig. 3. One can see the two curves converge to 

the same value; but the calculation with the dipolar term converges faster than the one 

without the dipolar term. So, to get a result with the same accuracy, we need to use a 

relatively larger supercell size if we do not include the dipolar term. However, larger 

supercell size means more computational time. To save the computational time, we 

always include the dipolar term in our calculations. 

 

From the above analysis, to make a compromise between computation time and 

accuracy, we chose a cubic supercell size of 10Å in our calculations. The dipolar 

potential term is always included. 

 

2.2. Choose appropriate cut-off energy 

We fix the supercell size at 10Å and change the cut-off energy from 700 to 1300 eV. 

The minimal potential energy of a CO2 molecule and the dipole moment at the nuclear 

configuration of asymmetric stretching the molecule by 0.2Å from equilibrium were 
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calculated. The results were shown in Fig. 4. The molecule has bigger dipole moments 

and lower potential energies at larger cut-off energies. Note the values only change a 

little (less than 0.1%) after 1000 eV and hence 1000eV was chosen as the cut-off energy 

in our calculations. 

 

One can see the PW basis functions only depends on supercell sizes. They do not 

depend on atomic species in the molecule or nuclear positions. The convergence 

properties with respect to supercell size and cutoff energy can be easily tested by the 

above calculations. The computational cost of the test procedure is very small compared 

to later calculations of PES and MDS. Once the appropriate supercell size and cutoff 

energy are chosen, one could keep these parameters constant and calculate potential 

energies and dipole moments at different configurations with a good accuracy and 

efficiency.  

 

By placing the CO2 molecule at the center of a cubic supercell of side 10Å, choosing 

the cut-off energy at 1000eV, and including the dipolar potential term, we calculated the 

intra-molecular potential and molecular dipole moment at 101,992 different nuclear 

configurations. The details of these configurations are shown in Table 1. The calculated 

potential energy and dipole moment surfaces will be used in the next section to determine 

the vibrational energy levels and transition dipole moments. 
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3. Vibrational levels and transition dipole moment 

Using the coordinate system as shown in Fig. 5, the pure vibrational Schrödinger 

equation of a CO2 molecule can be expressed as 

ˆ
vH E  (6a) 

2 2 2 2 2 2

2 2 2 2
ˆwhere , , ,

2 2
v

O C

H U r x y z
r x y z

 (6b) 

In Eq. (6), r  represents the distance between two O atoms; x , y  and z  are the three 

components of the vector starting from the middle point of the two O atoms and ending at 

the C atom; U is the potential term; 
O

 and 
C

 are, respectively, the reduced mass of O 

atom and C atom and they are given by the following equation: 

2
,  

2 2

O C O
O C

C O

m m m

m m
   (7) 

The potential energy term depends on 4 variables. However, y and z are actually 

equivalent due to the symmetry of the CO2 molecule. So in the construction of potential 

and dipole moment surface, to save computational time, we fixed the z to be zero and 

changed the values of the other three variables. After we get the functions 

, , ,0U r x y and , , ,0d r x y , the full surface of the potential and dipole moment, i.e., 

, , ,U r x y z and , , ,d r x y z  can be obtained according to the symmetry. 

 

Figures 6(a)–(c) show the iso-surfaces of , , ,0U r x y , x component of , , ,0d r x y  

and y component of , , ,0d r x y , respectively. The z component of , , ,0d r x y   is not 

shown because it is always zero. Note in Fig. 6, the unit of U is eV, and the unit of dipole 
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moment is Debye. The zero potential in Fig. 6(a) corresponds to the minimal potential of 

a CO2 molecule which is equal to -24.2815 eV. 

 

As Eq. (6) is a four-dimensional Schrödinger equation, in order to solve the equation 

efficiently, we split , , ,U r x y z  into five parts as follows 

, , , ,0,0,0 , ,0,0 ,0, ,0 ,0,0, , , ,r x e y e z eU r x y z U r U r x U r y U r z V r x y z (8) 

where re is the equilibrium C-O separation which is a constant. The first four potential 

functions on the right hand side of Eq. (8) are a function of only one variable which can 

be directly extracted from the function , , ,U r x y z . The remaining three variables in 

each of the four potential functions are fixed at the equilibrium configuration of the 

molecule. , , ,V r x y z  is the difference between , , ,U r x y z  and the sum of the four 

one-variable functions. Figures 7(a)-(c) show the four calculated potential functions and 

the dipole moment functions extracted from , , ,U r x y z  and , , ,d r x y z . Figure 7(a) 

corresponds to the symmetric stretching vibration mode; Figure 7(b) corresponds to the 

two degenerate bending vibration modes; and Fig. 7(c) corresponds to the asymmetric 

stretching vibration mode. We define a new Hamiltonian as follows: 

2 2 2 2 2 2

0 2 2 2 2
ˆ

2 2
r x y z

O C

H U r U x U y U z
r x y z

   (9) 

Hence, 0
ˆ ˆ

vH H V , where V is a perturbation term. 

 

One can see a Schrödinger equation with the new Hamiltonian can be easily solved 

by separation of variables. The four separated one-dimensional Schrödinger equations 
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were solved independently by the Numerov [18] method. The lowest three energy eigen 

values of each mode were shown in Table 2, and their corresponding normalized wave 

functions were shown in Fig. 8(a)-(c). The combinations of these energy eigen values and 

eigen functions form the eigen values 
nE and eigen functions n  of 0Ĥ . The relation is 

shown as 

r y z

r y z x r y z x

n n n n nx

n n n n n n n n n

E E E E E
 (10) 

In Eq. (10), each eigen function contain 4 quantum numbers. The first quantum number 

rn  corresponds to the symmetric stretching quantum number. The second and third 

quantum numbers ,y zn n correspond to the two degenerate bending quantum numbers. 

The last one 
xn  corresponds to the asymmetric stretching quantum number. These eigen 

values and eigen functions will be used as the 0
th

 order results of vibrational levels. The 

real vibrational eigen functions can be written as a linear combination of these 0
th

 order 

wave functions as 

vn

n

v c n  (11) 

The coefficients 
vnc  and the real vibrational energy eigen values can be obtained by 

solving the following matrix equation 

v v vHC  E C   (12) 

The matrix elements in the H matrix in Eq. (12) can be determined by 

0
ˆ

mn nm n mnH H n H V m E n V m  (13) 
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where n V m  is actually a four-dimensional integral which can be evaluated by 

repeatedly using the Simpson Rule.  

 

In the calculation, 50 0
th

 order wave functions corresponding to the 50 lowest 0
th

 

energy eigen values were chosen as the basis functions. So the matrix H  becomes a 

50×50 matrix. The matrix Eq. (12) was solved by matrix diagonalization schemes. Table 

3 shows nine calculated real vibrational energy eigen values and eigen functions. These 

vibrational energy levels are related to the transitions shown in Table 4. The eigen 

functions in Table 3 were expressed as a linear combination of the 0
th

 order eigen 

functions of which the absolute values of the coefficients are greater than 0.01. 

 

After the real energy eigen values and eigen functions were known, the transition 

dipole moment between different vibrational energy levels can be calculated as 

1 2 1 21 2, , ,v v v n v m

mn

M v d r x y z v c c n d m   (14) 

The results are shown in Table 4. The calculated vibrational energy levels in Table 3 have 

generally a good agreement with the experimental data [19]. The biggest inaccuracy is 

less than 3%. The error is mainly caused by an approximate exchange-correlation (
xcE ) 

functional used in the calculations. From the wave functions shown in Table 3, one can 

see (0, 0, 0), (0, 1
1
, 0) and (0, 0, 1) energy levels are dominated by their 0

th
 order wave 

functions. Their real wave functions are only weakly mixed by a few other 0
th

 order wave 

functions of the same species. The remaining six energy levels are originated from the 

three coupled vibrational levels in resonance (Fermi resonance). The 0
th

 order wave 
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functions of these vibrational levels are strongly mixed with 0
th

 order wave functions of 

the resonant vibrational levels. 

 

In Table 4, the transition dipole moments of nine parallel bands and nine 

perpendicular bands were calculated. The transition dipole moments of fundamental 

transition bands like (0, 0, 1) – (0, 0, 0) and (0, 1, 0) – (0, 0, 0) were dominated by only 

one dipolar integral in Eq. (14) because all other integrals can be neglected due to their 

small coefficients. For Fermi resonance energy levels, the coefficients of strongly mixed 

0
th

 order wave functions are related to two constants [19]; one is E  (the unperturbated 

separation of the energy levels in resonance, 
n mE E E ) and the other is the 

interaction matrix elements n V m  which is related to the perturbation energy V . 

Hence, the errors in the calculations of 
nE  and n V m  were propagated into the 

calculations of coefficients 
vnc  and the transition dipole moments 

1 2v vM  so that bigger 

errors may be induced. As a result, the transition dipole moments of fundamental 

transitions in Table 4 have generally better agreements with experimental data [20] than 

those of Fermi resonance levels. These results will also be improved with improved 
xcE  

functionals. 

 

4. Conclusion 

Using the DFT, intra-molecular PES and DMS were determined by solving the KS 

equation. Appropriate supercell size and cut-off energy were selected to make a 

compromise between accuracy and computation speed. DFT combined with PAW 
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potential functionals and PW basis functions greatly increased the computational speed. 

The DFT method predicted an excellent CO2 geometry and fairly good vibrational energy 

eigen values and transition dipole moments. These results are very useful in the 

calculations of infrared absorption spectra of molecules. However, with the presently 

available potential functionals, the DFT still cannot match the accuracy that the methods 

like CCSD(T) and QCISD(T) can achieve [21]. It is believed if better 
xcE  functionals are 

available, the results would be improved by using the method developed in this paper. 

The high efficiency of the method developed in this paper makes it applicable to larger 

and more complicated molecules. However, with the number of atoms in the molecules 

increases, the computational cost of CCSD(T) method will be prohibitive. 

 

Based on the ab initio results of vibrational energy eigen values and transition dipole 

moments shown in this paper, the infrared absorption cross sections of CO2 at room 

temperature and 1−10 atm is calculated in a subsequent paper [22]. The good agreement 

between the calculated results and the available experimental data [23] will further 

validate the calculation method proposed in this paper. 
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Table 1. Values of r, x, y, z used in the calculations. 

 variation (Ǻ) increment (Ǻ) number of points 

r 2.10~2.58 0.008 61 

x 0~0.172 0.004 44 

y or z 0~0.37 0.01 38 
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Table 2. Energy eigen values (unit cm
-1

) where all the values are subtracted by the 

corresponding ground state energies. 

 

            Eigen energy 

Quantum 

number 

rnE  
ynE or 

znE  
xnE  

0 0 0 0 

1 1344 662 2430 

2 2682 1332 4879 
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Table 3. Energy eigen values and eigen functions of real vibration states. Column 1 

shows the notations of the traditional CO2 vibration levels. Columns 2 and 3 show 

experimental and calculated energy eigen values of CO2 vibrations, respectively. Both of 

them are in unit cm
-1

. Column 4 shows the real vibrational wave functions expressed as 

linear combinations of the 0
th

 order eigen functions r y z xn n n n . 

 
(v1, v2

l
, v3) E(exp.)     E(cal.) wave functions 

(0, 0, 0) 0 0 0.999 0000 - 0.022 1000  -0.015 1200 -0.015 1020  

(0, 1
1
, 0) 667 649 0.999 0100 - 0.015 0300 +0.019 1100 -0.025 1300 - 0.015 1021  

(0, 2
0
, 0)      1285 1266 0.562 0200 +0.562 0020 -0.604 1000 +0.036 1200 +0.036 1020  

(1, 0, 0) 1388 1382 -0.427 0200 -0.427 0020 )-0.796 1000 -0.033 2000 -0.024 0000  

(0, 3
1
, 0) 1932 1900 0.644 0300 +0.370 0120 -0.664 1100 +0.067 1300 +0.037 1012  

(1, 1
1
, 0)      2077 2054 -0.572 0300 - 0.333 0120 -0.747 1100 - 0.045 1300 - 0.029 1012  

(0, 0, 1)       2349 2372 0.989 0001 - 0.145 1001  

(0, 2
0
,1)       3613 3617 0.594 0201 +0.594 0021 - 0.528 1001 -0.100 2100  

(1, 0, 1)       3716 3745 -0.380 0201 - 0.380 0021 - 0.812 1001 - 0.176 2100 -0.132 0001  
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Table 4. Experimental and calculated transition dipole moments 
1 2v vM  (in Debye) of CO2, 

where the sign of the transition dipole moment is arbitrary. 

 
Parallel bands Perpendicular bands 

Band Mx(exp.) Mx(cal.) Band My(exp.) My(cal.) 

(0, 0, 1) – (0, 0, 0) 0.326 0.301 (0, 1, 0) – (0, 0, 0) 0.131 0.120 

(0, 2
0
,1) – (0, 0, 0) 0.027 0.020 (1, 1, 0) – (0, 0, 0) 0.0011 0.0011 

(1, 0, 1) – (0, 0, 0) 0.033 0.041 (0, 3
1
,0) – (0, 0, 0) 0.0005 0.0003 

(0, 0, 1) – (0, 2
0
,0) 0.028 0.016 (1, 0, 0) – (0, 1, 0) 0.094 0.065 

(0, 0, 1) – (1, 0, 0) 0.033 0.025 (0, 2
0
,0) – (0, 1, 0) 0.090 0.099 

(0, 2
0
,1) – (0, 2

0
,0) 0.331 0.298 (1, 1, 0) – (1, 0, 0) 0.153 0.134 

(0, 2
0
,1) – (1, 0, 0) 0.011 0.024 (1, 1, 0) – (0, 2

0
,0) 0.031 0.029 

(1, 0, 1) – (0, 2
0
,0) 0.008 0.021 (0, 3

1
,0) – (1, 0, 0) 0.024 0.015 

(1, 0, 1) – (1, 0, 0) 0.331 0.296 (0, 3
1
,0) – (0, 2

0
,0) 0.154 0.150 
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Fig. 1. A CO2 molecule in a cubic supercell with PBC’s. 
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Fig. 5. Coordinates of a CO2 molecule. 
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 (a)  

(b) 

(c) 

 

 

Fig. 6. Iso-value surfaces of (a) intra-molecular potential energy , , ,0U r x y , (b) 

dipole moment component parallel to the molecular axis , , ,0xd r x y , (c) dipole 

moment component perpendicular to the molecular axis , , ,0yd r x y . 
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(c) 

 

 
Fig. 8. The 0

th
 order normalized vibrational wave functions of lowest three energy 

states, (a) symmetric stretching mode, (b) doubly degenerate bending mode, (c) 

asymmetric stretching mode. 
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2. Prediction of the transport properties of a polyatomic gas 
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ABSTRACT 

An ab initio molecular potential model is employed in this paper to show its 

excellent predictability for the transport properties of a polyatomic gas from molecular 

dynamics simulations. A quantum mechanical treatment of molecular vibrational energies 

is included in the Green and Kubo integral formulas for the calculation of the thermal 

conductivity by the Metropolis Monte Carlo method. Using CO2 gas as an example, the 

fluid transport properties in the temperature range of 300 – 1000 K are calculated without 

using any experimental data. The accuracy of the calculated transport properties are 

significantly improved by the present model, especially for the thermal conductivity. The 

average deviations of the calculated results from the experimental data for self-diffusion 

coefficient, shear viscosity, thermal conductivity are, respectively, 2.32%, 0.71% and 

2.30%.  
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1. Introduction 

To successfully predict transport properties of real fluids from molecular simulation, 

the most critical problem is to develop an accurate interaction potential model. For 

polyatomic molecules, a widely used potential model is to represent the intermolecular 

interactions by multi-center Lennard-Jones plus either quadrupole or dipole moments. 

The parameters in this potential model were normally adjusted or optimized to 

experimental vapor-liquid equilibria data [1-4]. These potential models usually predict 

static thermodynamic properties more accurately than transport properties. To get better 

transport properties predictions, transport properties need to be used directly in the 

parameterization of the molecular potential [5]. Therefore, the predictions of transport 

properties by these potential models strongly depend on the existence and accuracy of the 

experimental data. In the last decades, with the increasing computing power, accurate 

determinations of intermolecular potential of polyatomic molecules by ab initio methods 

become feasible. As an example, it was found from the ab initio calculation [6] that the 

CO2 molecule is a linear molecule with the C-O bond length 
o

0 1.162Ar  which agrees 

with the experimental result [7]. Based on the linear molecular structure, a number of 

potential surfaces have been proposed for CO2 – CO2 interaction [8-10]. They were all 

determined by ab initio methods and validated by comparing with experimental second 

virial coefficients. The accurate ab initio potentials make it possible to predict a variety 

of physical properties of fluids without using any experimental data.  Once the accurate 

intermolecular potential is available, appropriate molecular simulation techniques should 

be employed to calculate the required fluid transport properties. There exist two standard 

methodologies, i.e. equilibrium molecular dynamics (EMD) which is based on the 
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Einstein relations or Green-Kubo integral formulas [11-13] and non-equilibrium 

molecular dynamics (NEMD) in which the transport properties are measured by creating 

a flow in the fluid under study [14]. A lot of researchers prefer using NEMD because 

NEMD simulations were considered to be more efficient [15-18]. However, NEMD 

simulations are normally able to provide only one transport property at once [14], 

whereas EMD is a multi-property method. The thermodynamic properties and transport 

properties such as self-diffusion coefficient, viscosity and thermal conductivity can be all 

obtained from the output of a single equilibrium run. Moreover, when an anisotropic 

potential is used for the calculations of transport properties of a polyatomic gas, the 

molecular model is much more complicated than the isotropic Lennar-Jones molecular 

model. In this case, the overall efficiency of non-equilibrium methods is not necessary to 

be higher than the equilibrium simulations allowing for the need to extrapolate the non-

equilibrium simulation results to thermodynamic equilibrium [19]. Therefore, EMD 

simulations are used in this work.  

Although both ab initio potential of CO2 molecules and molecular simulation 

techniques exist, most of researchers only used the ab initio potential to validate phase 

equilibrium properties of carbon dioxide [9, 20, 21]. The amount of calculations of 

transport properties such as viscosity and thermal conductivity based on the ab initio 

potential is scarce. On the other hand, there are several calculations of CO2 transport 

properties based on potential models optimized to experimental data [3, 18, 22]. 

However, the deviations between the simulated results and experimental data still reached 

10% for self-diffusion coefficient [22], 5% for shear viscosity and 10% for thermal 

conductivity at low temperature and high densities [3]. A deviation of up to 30% was 
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even found for thermal conductivities at relatively high temperature and low densities 

[18]. The large deviations are mainly caused by not sufficient accurate potential and 

inappropriate treatment of molecular vibrations. The purpose of the present work is to use 

CO2 gas as an example to demonstrate that if quantum effects of molecular vibrations are 

treated appropriately, the self-diffusion coefficient, shear viscosity and thermal 

conductivity of a polyatomic gas in a wide range of temperature can all be accurately 

determined from EMD simulations by employing an ab initio potential. The three 

transport properties of CO2 gas at 1 atm and in the temperature range of 300 – 1000 K are 

calculated in this work. In this range of temperatures, accurate experimental data are 

available and can be used to validate the calculation method and the ab initio potential 

employed in the work. 

The ab initio potential surfaces proposed for carbon dioxide all treated CO2 

molecules as linear rigid rotors. Hence, in this work we assume the structure of CO2 is 

unaffected by the interaction between molecules. The self-diffusion coefficient and shear 

viscosity measure the transports of mass and momentum in the fluid. The influence of 

vibrational motions can be neglected in those calculations since the transfer of vibrational 

energy to rotational and translational degrees of freedom is extremely slow [9] and the 

vibrational energy can be considered as frozen in the molecule in the simulation. The 

thermal conductivity, however, measures the transport of energy through the fluid. 

Hence, the vibrational energy must be considered in the calculation of thermal 

conductivity. 

 Based on the above assumptions, the MD simulations are carried out in the 

microcanonical ensemble. The statistical errors in the calculations of the time correlation 



39 

 

 

functions are inversely proportional to the square root of the simulation length. To obtain 

a relative precision of less than 1% in the time correlation function, it is necessary to 

conduct a run of 10
4
 correlation time [23]. An estimation based on the preliminary results 

in this work shows the correlation time for a CO2 gas in the temperature range of 300 – 

1000 K is in the order of 10
2
 ps. Hence, long simulations up to the order of 10 μs are 

required to obtain accurate results. To save the total computational cost, the original ab 

initio potential is employed with a small modification so that large time step sizes can be 

used without causing the energy conservation problem.  

This paper is organized as follows. The following section provides the theoretical 

background of Green-Kubo formula. In Sec. 3, the modified ab initio intermolecular 

potential and force are presented. In Sec. 4, we describe the MC method used for 

initializing the MD simulations. The results of the MD simulations compared to 

experimental results are given in Sec. 5. Finally, the conclusions are drawn in Sec. 6. 

 

2. Theoretical background 

In the time-correlation function theory, the three transport properties considered can 

be all calculated by either the Green-Kubo integral formulas or the Einstein-Helfand 

relations in equilibrium simulations. It can be proven [24] that the Einstein-Helfand 

relations are equivalent to the Green-Kubo formulas. However, due to the periodic 

boundary conditions (PBC’s) used in MD simulations, the original expressions of the 

Einstein-Helfand relations cannot be applied directly. Also, additional terms must be 

included allowing for discontinuous particle trajectories in a finite-system simulation 

with PBC’s [25]. Hence, in this work we use the Green-Kubo formulas. 
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The Green-Kubo formula for self-diffusion coefficient D  can be expressed as [14]
 

1
3 0

( ) (0)i iD dt v t v , (1) 

where 
iv  is the translational velocity of ith molecule, t is the time, and  denotes 

ensemble average. To improve statistical accuracy, the velocity time correlation function 

is computed by averaging over 1,000 molecules in the simulation. 

The shear viscosity  given by the Green-Kubo formula is [14]
 

0
( ) (0)

B

V
dt t

k T
, (2) 

where 
1

i i ij ij

i i j i

mv v r f
V

. (3) 

In Eqs. (2) and (3), the subscript and denote the vector component. Due to the PBC’s 

used in the simulation, the minimum-image convention is employed to find all interacting 

pairs. Since the viscosity is a multi-particle property, no additional averaging over the N 

particles is possible to improve the statistical accuracy. The viscosity, therefore, requires 

much longer simulations than the self-diffusion coefficient to get accurate results. 

The Green-Kubo formula relates the thermal conductivity 
T

 to the time 

autocorrelation function of the energy current via the following relation [14]
 

2 0
0T

B

V
dt J t J

k T
. (4) 

Here, J  is a component of the energy current, i.e., the time derivative of 

1
i i i

i

E r E E
V

. (5) 

 It is shown in the Appendix that J  can be expressed as 
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1 ij

i i ij

i i j i

dE
J v E r

V dt
, (6) 

where 
iE  is the energy of the molecule i which contains the translational, rotational, 

vibrational and intermolecular potential energies 

2 21 1 1
2 2 2i i i Vi ij

j i

E mv Iu E U , (7) 

and 
ijdE

dt
 represents the time rate of the change of the energy in the molecule i due to the 

interactions between molecule i and molecule j which can be expressed as 

1 1
2 2

ij

i j ij i ij j ji

dE
v v F u G u G

dt
 . (8) 

In Eq. (7), I  and m are, respectively, the moment of inertia and mass of the CO2 

molecule, 
ViE  and ijU  are, respectively, the vibrational energy of the molecule i and the 

intermolecular potential energy between the molecule i and molecule j. The vibrational 

energies in Eq. (7) cannot be neglected especially for polyatomic molecules like CO2 

which contain low-lying vibrational states. In Eq. (8), 
iu  is the rotational velocity of the 

molecule i which is defined as 
ie  the time derivative of the unit vector along the 

molecular axis. ijG  can be determined from the intermolecular forces by Eq. (9). 

ij ia ija

a

G d f  , (9) 

where 
iad  is the distance of the site a in the molecule i relative to the center of mass, ijaf  

is the force acting on the site a in the molecule i due to the interaction between the 

molecule i and molecule j. ijG  is the component of ijG  perpendicular to 
ie , i.e., the axis 

of the molecule i. Each time autocorrelation function is averaged over the autocorrelation 
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functions of the energy currents in three directions, i.e., 
xJ , 

yJ , and 
zJ  to reduce the 

statistical uncertainty of the calculated thermal conductivity.  

Due to the interactions among molecules in the system, the translational, rotational 

and intermolecular potential energies all vary with time. However, the vibrational 

energies are assumed as frozen in the molecules so that they have no influence on the 

molecular interactions.  

 

3. Intermolecular potential 

The intermolecular potential employed in the work was proposed by Bukowski et al. 

(BUK) [8]. The BUK potential was computed using the many-body symmetry-adapted 

perturbation theory (SAPT) and a large 5s3p2d1f basis set. In addition to BUK potential, 

there are two more ab initio potentials proposed for the carbon dioxide dimer which were 

proved to have good qualities. One is Steinebrunner et al. potential based on the MP2 

level of theory including corrections for basis set superposition error [9]. Strictly 

speaking, the Steinebrunner et al. potential is not a pure ab initio potential because the 

original ab initio potential were scaled by a parameter of 1.16 in order to obtain a good 

agreement with experimental second virial coefficients. In this work, we would like to 

predict the transport properties without any experimental data. Hence, the scaled 

Steinebrunner et al. potential is not employed here. The other potential was proposed by 

Bock et al. [10]. The Bock et al. potential was calculated with the supermolecular 

approach on MP2 level of theory including full counterpoise corrections. The shapes of 

Bock et al. potential and the BUK potential are practically the same. They both used a 

site-site representation of the intermolecular potential, but in different analytical forms. 
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From our preliminary tests, the application of the Bock et al. potential is more time-

consuming in the calculations of intermolecular potentials and forces than that of the 

BUK potential. To save computational time, the BUK potential is employed in this work. 

The site-site fit BUK potential reads 

6 8
1 1 6 6 8 86 8

exp( ) ( ) ( ) ( )
ab ab

ab ab aba b
BUK ab ab ab ab ab ab

a A b B ab ab ab

q q C C
U r f r f r f r

r r r
, (10) 

where 
0

[ ] 1  
!

kn
x

n

k

x
f x e

k
. (11) 

Here, sites a belong to monomer A, sites b belong to monomer B and 
abr  is the distance 

between a and b. Each monomer contained five sites, with three corresponding to the 

centers of the atoms in CO2 and the remaining two on the C-O bonds 0.8456 Å away 

from the C atom. Parameters 
ab

, 
ab

, ab

n , 
aq , and ab

nC are given in Ref. 8.  

Figure 1 shows the shapes of the BUK potential for the parallel configuration and the 

slipped parallel configuration. Although the potential always tends to approach to zero at 

large intermolecular distances, it could be either a positive or a negative value around 

zero depending on the relative orientations of two molecules as shown in Fig. 1. Hence, a 

truncation and shifted procedure is not applicable to the BUK potential no matter the cut-

off criterion is based on distance or energy. Hence, the original BUK potential is 

modified as follows: 

2( )

2.01     
 

0                                  

AB cutr r

BUK AB cut

AB

AB cut

U e r r
U

r r

, (12) 
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where 
ABr  is the intermolecular distance and 

cutr  is the cut-off distance. Both 
ABr  and 

cutr  

are in atomic units. In this work, we set 
o

12Acutr . With such a large cut-off distance, 

the use of an Ewald sum to treat long range Coulomb interactions is not necessary [9, 21] 

which is assisted by the fact that CO2 molecules are neither charged nor have a 

permanent dipole moment. The modified potential makes the intermolecular potential go 

smoothly to zero at the cut-off distance.  

The modified potential also ensures the continuity of the intermolecular forces near 

the cut-off distance. In addition to the forces acting on five sites of each molecule, there 

is one more force acting on the center of mass of the molecule as shown below. 

2( )

2.0( ) ( )
AB cutr r

AB
AB BUK AB cut

AB

r
F r U r r e

r
, (13) 

In a CO2 molecule, the center of mass happens to be the carbon atom. Hence, this 

additional force is actually acting on the carbon atom. Using the modified potential, the 

forces and torques acting on molecules both go smoothly to zero at the cut-off distance. 

Thus, the problems in energy conservation and numerical instability in the equations of 

motion are both eliminated by the modified potential. A simple test of the modified 

potential shows the second virial coefficient calculated from the modified BUK potential 

at 300 K is only 0.4% higher than that calculated from the original truncated BUK 

potential. Hence, the macroscopic properties calculated from the modified BUK potential 

will not significantly deviate from the corresponding properties from the original 

potential. 
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4. Initialization and equilibration 

Before attempting to compute proper simulation averages, the system must be 

equilibrated to both configuration and velocity distributions appropriate to a gas at the 

desired temperature and pressure. To save the simulation time for the equilibration 

process, the configuration of centers of mass and molecular orientations, the translational 

and rotational velocities should all be initialized at the desired temperature and pressure 

so that they can relax quickly to the appropriate configuration and velocity distributions. 

 

4.1. The initial configuration and initial energies 

The volume of the cubic simulation box is initialized by the ideal gas law 

BV Nk T P , (14) 

where P  and T are the desired pressure and temperature of the gas, 4096N  is the 

number of molecules in the system which has the same value in all simulations in this 

work. The center of mass coordinates r  are initialized randomly inside the simulation 

box. The molecular orientations are initialized as random vectors with uniform solid 

angle. 

The initial translational and rotational velocities are given by the Maxwell-

Boltzmann distribution at a given temperature. Different from translational and rotational 

motions, the quantum effects of molecular vibrational motions cannot be neglected. The 

CO2 molecule has four vibrational modes. The corresponding vibrational energy eigen 

values can be determined by solving the rovibrational Schrödinger equation of the 

molecule. To solve the rovibrational Schrödinger equation, it is necessary to calculate the 

intramolecular potential energy surface (PES) by ab initio method. An accurate CO2 
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intramolecular PES has been calculated by Leonard et al. [26] using the coupled-cluster 

singles and doubles excitation with perturbative treatment of triple excitations method 

and the multi-reference configuration interaction method. Based on this result, the 

calculated vibrational energy eigen values corresponding to the 1
st
 excited states of the 

symmetric stretching mode, the asymmetric stretching mode and the doubly degenerated 

bending mode are 1387.9 cm
-1

, 2348.8 cm
-1

 and 667 cm
-1

, respectively. Although the 

energy differences between any two neighboring energy states of each vibratoinal mode 

are not exactly constant due to the aharmonic component of the intramolecular potential 

and the Fermi resonance between different vibrational modes, we can still assume the 

vibrational energies of each mode are equally spaced without causing too much error in 

the calculations of thermal properties of CO2 gas. Based on the quantum harmonic 

oscillator assumption, the vibrational energy of each molecule can be calculated by Eq. 

(15) 

4

1
2

1

V j vj

j

E n E , (15) 

where jn  means the vibrational energy level of jth vibrational mode, vjE  is the 

fundamental vibrational transition energy of mode j. 

The average population distribution of vibrational energies fulfills the Boltzmann 

distribution. At a given temperature, the molecular vibrational energies are initialized by 

the Metropolis MC method [27]. At the beginning of the initialization, all molecules are 

on their ground vibrational energy states. Then, the Metropolis scheme is applied to each 

vibrational mode of each molecule in the system so that the molecules may be excited to 

higher energy states or decay to lower energy states. After tens of trial transitions, the 
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average vibrational energy per molecule in the system started to fluctuate around a 

constant value as shown in Fig. 2. The fluctuating average vibrational energies 

correspond to different distributions of vibrational energies in the molecules. The average 

of these distributions is the Boltzmann distribution at the given temperature. Two 

thousands of these distributions are used to initialize the vibrational energies of the 

molecules in the system. Hence, each MD simulation actually starts with 2000 different 

initial vibrational energy distributions but with the same initial configuration and initial 

translational and rotational velocities. Once the vibrational energies are initialized, they 

do not change during the simulation. Therefore, 2000 time correlation functions of the 

energy current corresponding to 2000 different initial vibrational energy distributions are 

obtained from each MD simulation. These time correlation functions calculated from 

different initial states are then averaged to determine the final time autocorrelation 

function at the given temperature. 

 

4.2. Equilibration  

To equilibrate the system to the desired temperature and pressure, the system is 

coupled to a constant temperature and pressure bath using the approach proposed by 

Berendsen et al [28]. At each time step, translational velocities are scaled by a factor 

1
2

01 1
T

Tt

T
, (16) 

where 
0T  is the desired temperature varying from 300 K to 1000 K, T is the current 

translational temperature, t  is the time step and 
T

 is a preset time constant. The energy 

exchanges between the translational motion and rotational motion are fast. Hence, the 
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scale factor can force both translational and rotational kinetic temperatures to the desired 

temperature. Simultaneously, the molecular center-of-mass coordinates are scaled by a 

factor of , and the volume of the simulation box is scaled by a factor of 3  where 

1
3

01 ( )T

p

t
P P . (17) 

Here, 
0P  is the desired pressure which is equal to 1 atm in this work, P is the 

instantaneous pressure, p  is a time constant, and 
T

 is the isothermal compressibility. 

Since
0

1
T

P
 for a gas, Eq. (17) can be rewritten as 

1
3

0

1 1
p

t P

P
. (18) 

In the simulations, the time constants 
T

 and p  are set to be 100 ps and 30 ps, 

respectively. At 1 atm, the long range correction to the pressure of CO2 gas is negligible. 

Thanks to all these methods we use in the initialization and equilibration, the system is 

well equilibrated in 500 ps. After the system reaches the thermal equilibrium at the 

desired temperature and pressure, the coupling to the external bath is turned off and the 

MD simulation is carried out in a microcanonical ensemble. The translational 

temperature, the rotational kinetic temperature, and the pressure of the system all 

fluctuate around the desired values during the simulation as shown in Fig. 3. The energy 

exchange between the translational and rotational motions is evident. Figure 4(a) and 4(b) 

depict the distributions of translational energy and rotational energy obtained from 

simulations and the corresponding Boltzmann energy distributions at the desired 
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temperature. The good agreement between the calculated results and the theoretical 

results proves the system is in thermodynamic equilibrium.  

 

5. Simulation details and results 

We carried out MD simulations in microcanonical ensembles for pure CO2 gas in the 

temperature range of 300 – 1000 K to calculate the self-diffusion coefficients, shear 

viscosity and thermal conductivity. The equations of molecular translational motions are 

integrated by the Verlet leap-frog algorithm. The Singer leap-frog algorithm [29] which 

constrains the bond length to be a constant is applied to integrate the equations of 

molecular rotational motions. The modified BUK potential is used for molecular 

interactions. Compared to the standard LJ potential, the BUK potential has a much more 

complex form. Therefore, the calculations of forces and potentials are much more time-

consuming. To ensure the time step size does not significantly influence the results for 

the macroscopic properties of the system, the total energy of the system should be kept 

constant within two parts in 10
5
 [30]. Thanks to the modified BUK potential, a time step 

of 12.5 fs can be used for low temperatures up to 500 K and a 10-fs time step is 

appropriate for the gas temperature up to 800 K. For higher temperatures, smaller step 

size of 8.5 fs should be chosen to assure the energy conservation.  

The correlation time 
ct  for the three properties of interest can be calculated by Eq. 

(14) [23] 

2

0

2
2

 (0) ( )

(0)
c

dt A A t
t

A
, (19) 
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where 
iA v  for self-diffusion coefficient, A  for shear viscosity and A J for 

thermal conductivity. Figure 5 shows the relation between the correlation times and 

temperature. It can be seen from Fig. 5 that the velocity correlation times are close to the 

energy current correlation times and are about 50% higher than the correlation time of 

off-diagonal element of pressure tensor in the temperature range from 300 K to 1000 K. 

The correlation times of CO2 gas is generally on the order of 100 ps. The total simulation 

length of order 10 μs, therefore, must be run in order to reduce the statistical errors to less 

than 1%. If the time step is 10 fs, the total number of steps is about 10
9
. This means a 

very computational demanding simulation is required. As suggested by Hess and Evans 

[31], the ensemble average can also be obtained from shorter parallel runs starting from 

statistically independent initial states. Hence, at each temperature, the long simulation is 

divided into 100 shorter parallel runs which are independently initialized and equilibrated 

at the given temperature by the method described in Sec. 4. Depending on the 

temperature of the system (300 – 1000 K), the length of each parallel run varies between 

60 ns and 140 ns to assure low statistical errors. The final time correlation functions are 

obtained by averaging the time correlation functions calculated from shorter parallel runs. 

Figure 6(a), Fig. 7(a) and Fig. 8(a) depict, respectively, the calculated normalized 

correlation functions of the velocity, the off-diagonal element of pressure tensor and the 

energy current at 300 K, 600 K and 900 K. The self-diffusion coefficients D , shear 

viscosities  and thermal conductivities 
T

are determined by the time integrals of the 

corresponding correlation functions. The results are depicted, respectively, in Fig. 6(b), 

Fig. 7(b) and Fig. 8(b). After 10
ct , no significant contribution to time integrals of 

correlation functions is observed and the integrals fluctuate around a constant. We 
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evaluate the three transport properties by the averages of those fluctuating values between 

10
ct  and 30

ct at each temperature. The statistical errors are obtained from the mean-

square deviation of the time correlation functions. Due to the large statistics in the 

calculations, the statistical error of the self-diffusion coefficient D is less than 0.1%, 

while the shear viscosity η and thermal conductivity 
T

has a statistical error of about 1%. 

The magnitude of the statistical errors can be further reduced by longer simulations if 

larger computational resources are available. 

The results of all transport properties between 300 and 1000 K are summarized in 

Table 1. The experimental data [32, 33] at different temperatures are also included in 

Table 1 to compare with the calculated results. The uncertainty of the experimental data 

was estimated to be 5% for self-diffusion coefficients and 0.9% for shear viscosity [32]. 

The accuracy of the experimental thermal conductivity of carbon dioxide is estimated to 

be ±1% near room temperature and ±2% at the higher temperatures [33]. From Table 1 

we can see the average deviations between the calculated and experimental values for 

self-diffusion coefficient and shear viscosity are 2.32%, and 0.71%, respectively. The 

excellent agreement indicates the linear rigid rotor assumption of the CO2 molecule is 

valid even at 1000 K. As shown in Table 1, the calculated thermal conductivities 

underestimate the experimental values by 2.30% averagely. The deviation can be further 

reduced if the aharmonic vibrations of molecules are taken into account. Compared to the 

calculated CO2 thermal conductivities from other authors who obtained a deviation of 

35% without considering the vibrational energies and a deviation of 22% with a classical 

treatment of the vibrational motions [18], our quantum mechanical treatment of the 

vibrational energies greatly improves the accuracy of the calculated thermal conductivity. 
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Overall, excellent agreements are achieved for all the three transport properties of 

interest. 

 

6. Conclusions 

The EMD and the time-correlation theory are employed in this work to determine the 

transport properties of CO2 gas. The calculations demonstrate a procedure of 

determination of self-diffusion coefficient, shear viscosity and thermal conductivity of a 

polyatomic gas without using any experimental data. All the parameters used in the 

calculations such as the C-O bond length, moment of inertia, intermolecular potential and 

vibrational energy eigen values are determined by ab initio method. In order to take into 

account the quantum effects of molecular vibrations, a MC method is used to initialize 

the vibrational energies at the given temperature. The good agreement of calculated 

values with the experimental data validates the rigid-rotor and frozen vibrational energy 

assumptions we made at the beginning of the calculations. Since the vibrational energies 

do not vary with time in the simulation after they are initialized, the vibrational 

contribution to the thermal conductivity might be reduced to a simpler form by separating 

the terms involving the vibrational energies in the energy current expression from those 

involving other energies which vary continuously with time. If this simplification can be 

obtained, a more efficient calculation of the thermal conductivity will be possible. 

The present method can be readily extended to the calculations of transport 

properties of other gases or gas mixtures which contain monatomic, diatomic or 

polyatomic molecules at different temperatures as long as the accurate intermolecular 

potentials are available. 
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List of symbols 

iad  the distance of the site a in the 

molecule i relative to the center 

of mass 

D self-diffusion coefficient 

e  the unit vectors along the 

molecular axis 

pE  total potential energy of the 

system 

iE  the energy of the molecule i 

ViE  vibrational energy of the 

molecule i 

vjE    the fundamental vibrational 

transition energy of mode j
 

ijf  a component of the force acting 

on the molecule i due to the 

molecule j 

ijF  intermolecular force due to the 

interaction between the molecule 

i and the molecule j 

G  e G  is the torque acting on the 

molecule 

G  the component of G  

perpendicular to e  

 reduced Planck constant 

I  moment of inertia 

J  a component of the energy 

current 

Bk  Boltzmann constant 

m  the mass of molecule 

jn  the vibrational energy level of jth 

vibrational mode 

N  number of molecules 

P  pressure 

0P  the desired pressure 

abr  distance between nuclei a and b 

0r  C-O bond length 

ABr  the distance between centers of 

mass of molecule A and 

molecule B 

cutr  cut-off distance 

ijr  a component of the distance 

vector from the molecule j to i 

t  time 

T  temperature 

0T  the desired temperature 

iu  rotational velocity of the 

molecule i 

BUKU  BUK intermolecular potential 

ABU  modified BUK potential 

iv  a component of translational 

velocity of molecule i 

V  volume 
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Greek letters 

T
 isothermal compressibility 

 shear viscosity 

 scale factor of velocity 

T
 thermal conductivity 

 scale factor of intermolecular 

distance 

 off-diagonal element of pressure 

tensor 

T
 time constant for temperature 

relaxation 

p  time constant for pressure 

relaxation
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Appendix: Derivation of the expression for the energy current 

1
i i i

i

d
J r E E

dt V
. (A1) 

In a constant NVE ensemble, volume V and average energy iE  are both constant. 

1

1
    

i
i i i i

i i

i
i i i

i i

dE
J v E E r

V dt

dE
v E r

V dt

. (A2) 

The total momentum of the system is kept constant during the simulation. The initial 

value of the total momentum is set to zero so that 0i

i

v . Hence, the term i i

i

v E  

vanishes. The time derivative of 
iE  is 
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where 0VidE

dt
 because the vibrational energy is assumed as frozen in the molecule. The 

intermolecular potential 
ijU  is not only a function of 

ijr , the distance between the centers 

of mass, but also a function of molecular orientations 
ie  and je . Therefore, the chain rule 

is used to determine the time derivative of ijU . Note ij i ij iG u G u  since 
iu  is 

perpendicular to the molecular axis 
ie , and ijG  is the component of ijG  perpendicular to 

ie . Therefore, the second summation in Eq. A(2) is 
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i i ij i j ij i ji j

i i j i

i ij i j ij i ji j

i j i

j ji i j ji j ij i

j i j

dE
r r F v v G u G u

dt

r F v v G u G u

r F v v G u G u

1
4

1
2

     

              

ij ij i j ij i ji j

i j i

ij ij i j ij i ji j

i j i

r F v v G u G u

r F v v G u G u

, (A4) 

where ij jiF F  according to Newton’s third law and ij i jr r r . Note ij jiG G . 

Comparing Eq. (A4) to the second term of Eq. (6), one gets 

1 1
2 2

ij

i j ij i ij j ji

dE
v v F u G u G

dt
. (A5) 
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Table 1. The calculated and experimental values [32, 33] of self-diffusion coefficient and 

shear viscosity of CO2 gas at 1 atm and in the temperature range of 300 – 1000 K. The 

deviations are determined by |calculated value – experimental value|/experimental 

value×100%. The experimental self-diffusion coefficients are obtained by linear 

interpolation of experimental data in Ref. 33. Statistical uncertainty of the simulation 

results is 0.1% for self-diffusion coefficient and 1% for both shear viscosity and thermal 

conductivity. 

 

T (K) 

Self-diffusion 

coefficient D  ( 2cm s ) 

Shear viscosity  

( Pa s ) 

Thermal conductivity  
T

 

(W m K ) 

Cal. Exp. 
 

% 

Dev.  
Cal. Exp. 

 
% 

Dev. 
Cal. Exp. 

% 

Dev.  

300 0.1142 0.1192 4.19 15.34 15.13 1.39 0.01646 0.01679 1.97 

400 0.2028 0.2063 1.70 19.79 19.70 0.46 0.02445 0.02514 2.74 

500 0.3116 0.3103 0.42 23.91 24.02 0.46 0.03237 0.03350 3.37 

600 0.4358 0.4299 1.37 28.51 28.00 1.82 0.04041 0.04156 2.77 

700 0.5771 0.5640 2.32 31.90 31.68 0.69 0.04851 0.04930 1.60 

800 0.7310 0.7123 2.63 35.06 35.09 0.09 0.05536 0.05671 2.38 

900 0.8976 0.8725 2.88 38.18 38.27 0.24 0.06185 0.06380 3.06 

1000 1.0770 1.0448 3.06 41.04 41.26 0.53 0.07034 0.07057 0.57 
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Fig. 1. The shapes of the original and modified BUK intermolecular potential for parallel 

configuration and slipped parallel configuration. 
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Fig. 2. The average vibrational energy per molecule vs. the number of trail transitions at 

300 K, 600 K and 900 K. 
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Fig. 3. Translational, rotational kinetic temperatures and pressure vs. time when the 

equilibrium temperature and pressure are 300 K and 1 atm. 
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Fig. 4. The calculated and theoretical energy distributions at 300 K, 600 K, and 900 K for 

(a) translational energies and (b) rotational energies. 
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Fig. 5. The correlation times vs. temperature. 
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Fig. 6. (a) Normalized velocity correlation functions for selected temperatures, (b) the 

time integrals of the correlation functions for selected temperatures.  
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Fig. 7. (a) Normalized correlation functions of off-diagonal elements of pressure tensors 

for selected temperatures, (b) the time integrals of the correlation functions for selected 

temperatures. 
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Fig. 8. (a) Normalized correlation functions of energy current at 300 K, 600 K and 900 

K. (b) The time integral of the autocorrelation functions for selected temperatures. 
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3. Calculation of density-dependent thermophysical properties for CO2 gas using an 

ab initio-based potential model 
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Abstract 

The density, isochoric heat capacity, shear viscosity and thermal conductivity of 

CO2 gas in the pressure range of 1 – 50 atm and 300 K are calculated based on a five-

center potential model obtained from ab initio calculations of the intermolecular potential 

of a CO2 dimer. The quantum effects of the intramolecular motion are included in a 

model by the Monte Carlo (MC) Method. Without using any experimental data, the 

present model achieves excellent agreements between the calculated thermophysical 

properties and experimental data for all simulated CO2 densities except the highest one at 

135 kg/m
3
 (3 mol/l). The contributions of potential to the thermophysical properties of 

the moderate dense CO2 gas and their dependence on density are investigated in detail. 
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1. Introduction 

In general, as long as the structure of the molecule in a fluid and the intermolecular 

potentials which describe the interactions between molecules are known, all 

thermodynamic and transport properties of the fluid at any given temperature and 

pressure can be calculated by theoretical approaches such as the formal kinetic theory and 

time-correlation function theory. CO2 is a moderate size molecule and is suitable for very 

accurate ab initio calculations. Based on different molecular potential models, a number 

of calculations for the CO2 thermophysical properties were carried out in the last decade 

[1-6]. Bock et al. [1-3] calculated accurately the transport properties of CO2 at the zero 

density limit by evaluating the relevant collision cross sections by means of classical-

trajectory calculations directly from ab initio potentials. However, their calculation 

method so far cannot be extended to the calculation of transport properties for dense 

fluids. The determination of density-dependent thermophysical properties of real fluids 

based on the formal kinetic theory still strongly relies on experimental data. On the other 

hand, a lot of calculations [4-6] used molecular dynamics (MD) simulations and the 

Green and Kubo (GK) formulas [8-10] to calculate the CO2 transport properties because 

the GK formulas do not depend upon the details of any particular molecular model and 

are not limited to any density condition [11]. Coelho et al. [4] and Ludemann et al. [5] 

used, respectively, a LJ 6-12 potential and a rough hard sphere model to calculate the 

self-diffusion coefficient of CO2. Both of the molecular models considered the molecule 

as a structureless spherical particle, and the parameters in the potentials were extracted 

from experimental data. It is well known that an isotropic potential is inadequate to 

describe the interactions between polyatomic molecules. Moreover, the parameters used 
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to calculate the self-diffusion coefficient in these models cannot be used to reliably 

predict other transport properties such as viscosity and thermal conductivity. Hence, an 

anisotropic potential is required for quantitative calculations. Fernandez et al. [10] used a 

two-center LJ plus point quadruple pair potential to calculate the shear viscosity and 

thermal conductivity of low temperature, high density CO2 fluids. In their model, the 

parameters in the potential were adjusted exclusively to fit the experimental pure 

substance vapor-liquid equilibrium data. The calculated shear viscosities and thermal 

conductivities have an average deviation of 5% and 10%, respectively, as compared to 

experimental data. The deviations are mainly caused by inaccurate intermolecular 

potential since the experimental data can indicate only a limited region of the potential 

energy surface [12]. Therefore, one of the difficulties in the calculations of 

thermophysical properties of real fluids is to obtain the accurate intermolecular potential 

function. It is impossible to use a single intermolecular potential for the calculations of 

thermophysical properties at all fluid states. For dilute gases such as the low pressure 

high temperature CO2 gas, it is possible to obtain an accurate pair potential directly from 

ab initio calculations of the intermolecular potential of a CO2 dimer without adjusting to 

any experimental data. For instance, Bukowski et al. (BUK) [13] accurately computed a 

four-dimensional intermolecular potential energy surface for the CO2 dimer using the 

many-body symmetry-adapted perturbation theory and a large 5s3p2d1f basis set. With 

the increase of fluid density, the three-body contribution to the potential becomes 

important and the potential calculated from the molecular dimer would be inaccurate for 

dense fluids. However, in moderate dense gases, such as moderate dense CO2 gas, in 

which the contributions of the potential to thermophysical properties would become 
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important, it is still possible to use the potential for a CO2 dimer to accurately reproduce 

the thermophysical properties without considering the three-body effects. In this study, 

we use MD simulations and a five-center ab initio intermolecular potential (BUK 

potential) to study the dependence of thermophysical properties on density for moderate 

dense CO2 gas without relying on any experimental data. This study also shows the upper 

limit of the gas density where the molecular interactions can be well represented by the 

pair-additive potential obtained from the molecular dimer. Additionally, the potential 

contributions to thermophysical properties and their dependence on density are studied in 

details at each simulated state point. 

In the present work, the density, isochoric heat capacity, shear viscosity and 

thermal conductivity of CO2 gas at 300 K and in the pressure range of 1 – 50 atm (which 

corresponds to the density range of 2 – 140 kg/m
3
) are calculated by the equilibrium MD 

simulations using the BUK potential. The simulation conditions are chosen in order to 

compare against experimental data. Different from a fluid at low temperatures in which 

the vibrational degrees of freedom can be neglected [6, 14], for a polyatomic gas like 

CO2 which has low-lying vibrational states, the vibrational energy contributions to the 

heat capacity and thermal conductivity are important even at room temperature. In this 

case, it is inappropriate to either neglect the vibrational degrees of freedom or treat the 

molecular vibration classically. The vibrational heat capacity can be easily calculated 

independently. However, it is hard to include the variation of vibrational energies directly 

into the GK formula for the calculation of thermal conductivities because the vibrational 

energy is not allowed to change continuously. The traditional Eucken formula [15] which 

accounts for internal degrees of freedom of molecules by Eucken correction factor cannot 
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reliably predict thermal conductivities over a large range of pressure and temperature. In 

this work, the quantum effects of molecular vibrational energies are taken into account by 

the MC method [16]. Using this method, thermal conductivities can be obtained much 

more accurately than those obtained from a classical treatment of vibrational motions or 

by the neglect of vibrational energies [17]. The present molecular model can accurately 

reproduce the thermophysical properties of moderate dense CO2 gas totally based on ab 

initio calculation results. 

 

2. The molecular structure and inter-molecular potential 

In order to include the rotational and vibrational motions of molecules in the MD 

model, the moment of inertia and the vibrational energy eigen values are both calculated 

from the intramolecular potential. Two ab initio intramolecular potential surfaces have 

recently been proposed for the CO2 molecule; one is based on the Coupled-Cluster 

Singles and the Doubles excitation with perturbative treatment of the Triple excitations 

[CCSD(T)] method [18] and the other is the Density Functional Theory (DFT) method 

[19]. The CCSD(T) method is generally more accurate than the DFT method, but is 

computationally more expensive. Both the intramolecular potentials predicted the linear 

symmetric equilibrium structure of CO2. Our previous ab initio results [19] show the C-O 

bond length 
o

0 1.162Ar  which is consistent with the experimental data [20]. In this 

work, we assume the CO2 molecules to be linear rigid rotors. Hence, the moment of 

inertia, I, of CO2 is a constant in the simulation and can be computed via 2

02 OI m r , 

where Om  is the mass of the oxygen atom. Using the ab initio intramolecular potential, 
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the vibrational energy eigen values are obtained by solving the vibrational Schrödinger 

equation. The energy eigen values calculated from the intramolecular potential obtained 

by the CCSD(T) method normally gives more accurate results. Therefore, the 

corresponding results of CO2 vibrational states are used in this work. The CO2 molecule 

has four vibrational modes. The vibrational energy eigen values of the 1
st
 excited states of 

the symmetric stretching mode, the asymmetric stretching mode, and the doubly 

degenerated bending modes are, respectively, 1387.9 cm
-1

, 2348.8 cm
-1

 and 667 cm
-1

 

[18]. In the calculation, we assume the energy differences between any two neighboring 

energy states of each vibratoinal mode are constant. Due to the strong quantum effects, 

the classical MD simulation of molecular vibrational motions is inappropriate. We use 

the MC calculations to take into account the quantum effects in the work. 

The most important issue in a MD simulation is to use an appropriate intermolecular 

potential. The BUK potential employed in this work used a site-site representation of the 

intermolecular potential and was validated by comparing to the experimental second 

virial coefficients. The site-site fit BUK potential reads 

6 8
1 1 6 6 8 86 8

exp( ) ( ) ( ) ( )
ab ab

ab ab aba b
BUK ab ab ab ab ab ab

a A b B ab ab ab

q q C C
U r f r f r f r

r r r
, (1) 

where 
0

[ ] 1  
!

kn
x

n

k

x
f x e

k
. (2) 

In Eq. (1), the parameters 
ab

, 
ab

, ab

n , 
aq , and ab

nC are given in Ref. 13. 

Figure 1 shows the radial dependence of the intermolecular potential for different 

CO2 dimer configurations. To ensure the continuity of the potential and force near the 



73 

 

 

cut-off radius, the original BUK potential 
BUKU  is employed with a small modification as 

follows 

2

2.0

mod

1     
 

0                                  

AB cutr r

BUK AB cut

AB cut

U e r r
U

r r

 (3) 

where cutr  is the cut-off radius and ABr  is the distance between the center of mass for 

each of the two CO2 monomers. Both the ABr  and cutr  are in atomic units. The 

modification only takes effects in the weak interaction region which is close to the cut-off 

radius. In this work, we set 
o

14Acutr . Tests showed that with such a large cut-off radius, 

the use of an Ewald sum to treat long range Coulomb interactions was not necessary [21]. 

The modified potential makes the intermolecular potential, the intermolecular force, and 

the torque acting on the molecule all go smoothly to zero at the cutoff radius so that 

possible problems associated with the energy conservation and numerical instability in 

the equations of motion are eliminated.  

 

3. Theoretical background  

The computations of thermophysical properties are all carried out by the 

equilibrium MD simulations in a microcanonical ensemble. The time-correlation function 

theory is employed for the calculations of shear viscosity and thermal conductivity. The 

heat capacity can be simply obtained from the energy fluctuations. The density is 

determined directly from the equilibration process described next. 
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3.1. Shear viscosity  

The GK formula for shear viscosity  can be expressed as [22]
 

0
0

B

V
dt t

k T
 (4) 

where 

, ,

1 1

k p

i i ij ij

i i j i

mv v r f
V V

 (5) 

In Eqs. (4) and (5),  are the off-diagonal ( ) elements of the pressure tensor, 

 denotes the ensemble average which can be determined from MD simulations. The 

variations of translational velocities, iv , intermolecular distances, 
ijr , and forces,

ijf , in 

Eq. (5) are all caused by the interactions between molecules and are assumed to be not 

affected by molecular vibrational motions. To study the potential contribution to the 

shear viscosity as a function of gas density, Eq. (5) is separated into two parts as 

suggested by Meier et al.[23]; one is the kinetic contribution ,k  and the other is the 

potential contribution , p . When this separation is inserted into Eq. (4), the viscosity is 

divided into three different contributions, i.e., the kinetic-kinetic contribution kk , 

kinetic-potential contribution 
kp

and potential-potential contribution pp . The three 

contributions as a function of gas density are all calculated in this work. 

 

3.2. Thermal conductivity  

The GK formula relates the thermal conductivity T  to the time autocorrelation 

function of the energy current [11].  



75 

 

 

2 0
0T

B

V
dt J t J

k T
 (6) 

Here, J  is a component of the energy current. For a linear molecule like CO2, J
 
can be 

expressed as Eq. (7) based on the frozen vibrational energy assumption [16] 

2 21 1 1
2 2 2

1 1
2 2

1

1
        

i i i Vi ij

i j i

ij i j ij i ij j ji

i j i

J v mv Iu E U
V

r v v F u G u G
V

 (7) 

where iu  is the rotational velocity of molecule i which is defined as 
ie , the time 

derivative of the unit vector along the molecular axis, and ijU  represents the 

intermolecular potential. In Eq. (7), 
ijG  can be determined from the intermolecular forces 

by  

ij ia ija

a

G d f   (8) 

where iad  is the distance of the site a in molecule i relative to the center of mass, ijaf  is 

the force acting on the site a in molecule i due to the interaction between molecule i and 

molecule j.  

Most of the papers which calculated the thermal conductivity of the molecular fluids 

from the GK formula either removed the vibrational energy ViE  [6, 14, 17, 24] or treated 

the vibrational motions classically [17, 25, 26]. However, neither of the methods is 

appropriate for polyatomic gases. In this work, the quantized vibrational energy of each 

molecule is initialized by MC method at the desired temperature. Due to the interactions 

among molecules in the system, the translational, rotational, and intermolecular potential 
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energies all vary with time. However, the vibrational energies are assumed to be frozen in 

the molecules so that they have no influence on the molecular interactions. 

To study the potential contribution to the thermal conductivity as a function of the 

gas density, the energy current expression is also separated into the kinetic contribution 

,kJ  and the potential contribution 
, pJ  as follows: 

,

,

2 21 1
2 2

1 1 1
2 2 2

1

1
        

k

p

i i i Vi

i

J

i ij ij i j ij i ij j ji

i j i i j i

J

J v mv Iu E
V

v U r v v F u G u G
V

 (9)

 

Similarly, the thermal conductivity is divided into three different contributions, i.e., 

kinetic-kinetic contribution
,T kk

, kinetic-potential contribution 
,T kp

and potential-

potential contribution 
,T pp

. The density dependence of the three contributions is studied 

in details in this work. 

 

3.3. Heat capacity 

The calculation of isochoric heat capacity is much easier than the transport 

properties such as shear viscosity and thermal conductivity. In a constant NVE ensemble, 

the heat capacity can be calculated by [27]
 

22 2 2 1
2 2

B
P P B

V

dNkd
E E Nk T

C
 (10) 

where PE  is the total potential energy of the system, VC  is the isochoric heat capacity 

excluding the vibrational contributions, and d  is the degree of freedom. Since the 
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vibrational energies are assumed frozen in the molecules during the simulation, the 
VC  in 

Eq. (10) does not include the contribution from the vibrational degree of freedom. Hence, 

5d  for CO2 molecules which include 3 degrees of freedom of translational motion and 

2 degrees of freedom of rotational motion. The vibrational heat capacity is calculated 

independently at the desired temperature. Since we assume the vibrational energies of 

each mode are equally spaced, the vibrational heat capacity can be calculated as the sum 

of four independent harmonic oscillators. 

2
4

, 2
1 1

vj B

vj B

E k T

vj

V vib B
E k T

j B

E e
C Nk

k T e
 (11) 

where vjE  means the fundamental vibrational transition energy of mode j whose value is 

given in Sec. 2.1. The sum of the calculated VC  from Eq. (10) and the vibrational heat 

capacity from Eq. (11) is the isochoric heat capacity of CO2 gas. The potential 

contribution .V pC  to the isochoric heat capacity is obtained directly from the difference 

between the heat capacity of a real gas and the heat capacity of the ideal polyatomic gas 

at the corresponding temperature. 

 

4. Initialization and equilibration  

The MD simulations in this work are all carried out in a constant NVE ensemble 

with 1024N . This number was chosen since no systematic dependence on the system 

size was found for the calculated thermophysical property when the number of molecules 

is greater than 1024. The pressure and temperature of the system each fluctuates around a 

desired value during the simulations. In order to be able to compare the calculated results 
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with experimental data at the given temperature and pressure, the corresponding volume 

and energy of the constant NVE ensemble must be evaluated at the desired temperature 

and pressure. The two values are obtained by an equilibration process described in this 

section. To save the simulation time for the equilibration process, the configuration of 

molecules and the distribution of energies should all be initialized at the desired 

temperature and pressure so that they can relax quickly to the appropriate distributions. 

 

4.1. Initialization  

The coordinates of the molecular center of mass are initialized randomly inside the 

cubic simulation box and its volume can be initialized by the ideal gas law. The minimum 

distance between any two molecules is controlled to be greater than 6 Å to avoid 

unrealistic large potentials and forces. The molecular orientations are initialized as 

random vectors uniform in solid angle. 

The distributions of translational, rotational and vibrational energies all fulfill the 

Boltzmann distribution at the given temperature. The translational velocities are 

initialized directly by the Maxwell-Boltzmann distribution. Theoretically, the rotational 

and vibrational energies are both quantized. The rotational energy levels of a CO2 

molecule which is modeled as a rigid rotor are determined by the following equation, 

2

1  with 0,1,2, ,
2

rotE J J J J
I

 (12) 

where the degeneracy of level J  equals 2 1J . The rotational energy level of each 

molecule in the system can be initialized by the Metropolis MC method [27]. Initially, we 

set all molecules on the ground rotational energy state, i.e., J = 0. Then, a trial transition 
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from the current energy level o to the new level n is carried out. The probability of 

accepting such a trial transition is acc o n  which can be determined by  

0.5 min 1, exp
rot rot

B

g n E n E o
acc o n

g o k T
 (13) 

where 1 and 0n o n . In Eq. (13), g n  and g o  are, respectively, the degeneracy 

of level n and level o, and 
rotE n  and 

rotE o  are, respectively, the rotational energy on 

level n and level o. After several thousand trial transitions, the average rotational energy 

per molecule starts to fluctuate around a constant value. The fluctuating rotational 

energies correspond to different distributions of rotational energies in the molecule. Any 

one of these distributions can be used to initialize the rotational energy distribution at the 

given temperature. After the rotational energy is initialized, the energy is allowed to 

change continuously in the simulation since the rotational quantum effects can be 

neglected. Hence, the rotational velocity is also allowed to change continuously. The 

magnitude of rotational velocity, u , is determined by 

21
2rotE Iu  (14) 

where the directions of u  are chosen randomly in the plane perpendicular to the 

molecular axis. 

The vibrational energy levels of a CO2 molecule which is modeled as a combination 

of four independent harmonic oscillators are determined by  

4

1
2

1

vib j vj

j

E n E  (15) 

where jn  is the vibrational energy level of the jth vibrational mode. A similar Metropolis 

MC method as described above can be employed to initialize vibrational energy of each 
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molecule at the given temperature. Since the vibrational quantum effects cannot be 

neglected, it is not appropriate to initialize the vibrational velocities of the molecules. In 

practice, the vibrational energies do not change during the simulation once they are 

initialized. 

 

4.2. Equilibration  

In the equilibration process, the volume and total energy of the system should be 

relaxed to values that correspond to the desired temperature and pressure. Once these two 

values are found, they are used as preset values in the constant NVE ensemble. 

Therefore, the equilibration procedure is needed before starting the calculations of 

thermophysical properties. 

To equilibrate the system to the desired temperature and pressure, the system is 

coupled to a constant temperature and pressure bath using the approach proposed by 

Berendsen et al. [28]. At each time step, the translational velocities are scaled by a factor 

1
2

01 1
T

Tt

T
 (16) 

where 0T  is the desired temperature, T is the current translational temperature, t  is the 

time step and T  is a preset time constant. The scale factor can force both the 

translational and rotational kinetic temperatures to the desired temperature since the 

energy exchanges between the translational and rotational motions are fast. Meanwhile, 

the molecular center-of-mass coordinates are scaled by a factor of , and the volume of 

the simulation box is scaled by a factor of
3
, where 
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3

0

1 1
p

t P

P
 (17) 

where 0P  is the desired pressure, P is the instantaneous pressure, and 
p

 is a time 

constant. The long range correction to the pressure [22] is calculated by orientational 

averaging of the virial beyond the cut-off radius. It is found in the simulation that 

25T ps and
 

10p ps  are appropriate for CO2 gas studied in this work. Thanks to all 

these methods we used in the initialization and equilibration, the system can be well 

equilibrated within 500 ps. An example of the equilibration process of CO2 gas at 300 K 

and 30 atm is shown in Fig. 2(a) and Fig. 2(b). From Fig. 2 we can see after the 

temperature and pressure are relaxed to the desired values, the total internal energy E and 

the volume V of the system both fluctuate around a constant value. After the system 

reaches the equilibrium, the equilibrium process runs for 2 more ns to determine the 

desired energy and volume from the average of those fluctuating values. The desired V 

can be used to calculate the density of the gas at the corresponding temperature and 

pressure.  

The calculated densities together with experimental data and the gas densities 

predicted by using the second virial coefficient of CO2 are shown in Fig. 3. The 

deviations of the calculated densities from experimental values are negligibly small 

except at the highest pressure of our calculation. The maximum deviation, 4.4%, is found 

at 300 K, 50 atm and density of about 135 kg/m
3
 (3 mol/l). From Fig. 3 we can see the 

second virial coefficient becomes inadequate to accurately predict gas density when the 

CO2 density is higher than 70 kg/m
3
. In the moderate high density region, the third virial 

coefficient contribution becomes non-negligible. The pair-additive potential employed in 
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this work can partially account for the third virial coefficient because the third virial 

coefficient depends on both the pair interactions and non-additive three-body 

interactions. Therefore, our MD simulation based on the BUK potential predicts much 

better results than those predicted by using the second virial coefficient, but the deviation 

still exists due to the neglect of the three-body contributions to the intermolecular 

potential. At higher densities, the deviations are supposed to be even greater and the 

results will be unacceptable. This is a systematic error of applying the BUK potential to 

high density CO2 fluids and hence cannot be improved by simulation techniques. 

Therefore, 135 kg/m
3
 or 3 mol/l is about the upper limit of the CO2 density above which 

the thermophysical properties cannot be reliably predicted from the potential for the CO2 

dimer. 

 

5. Simulation details and the results 

The shear viscosity, thermal conductivity, and heat capacity of CO2 gas at different 

pressures are all produced from the equilibrium MD simulations. The equations of 

molecular translational motions are integrated by the Verlet leap-frog algorithm. For 

linear molecules like CO2, the Singer leap-frog algorithm [29] can be applied to integrate 

the equations of molecular rotational motions. Compared to the standard implicit 

quaternion algorithm [22], the Singer algorithm preserves the linear rigid molecular 

structure and improves the energy conservation so that a considerably large step size can 

be employed in the simulations to save total computational cost. 

Since the molecular vibrational energies are frozen in each MD simulation, the 

variations of molecular vibrational energies are considered separately. Using the MC 
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method described in the last section, 2000 distributions of vibrational energies are used to 

initialize the vibrational energies of the molecules in the system. Hence, each MD 

simulation actually started with 2000 different initial vibrational energy distributions but 

with the same initial configuration and initial translational and rotational velocities. In the 

calculation of thermal conductivities, the corresponding time autocorrelation functions of 

the energy current calculated from different initial states are averaged to determine the 

final time autocorrelation function at the given temperature and pressure. The time step 

size used in the simulation are chosen so that the total energy of the system is always kept 

constant within 1 part in 10
4
. Thanks to the modified BUK intermolecular potential and 

the Singer leap-frog algorithm which improve the numerical stability, a step size up to 

12.5 fs can be used for the CO2 gas at 1 atm and 300 K. The step sizes for higher 

pressures in this work are all set as 8.5 fs to ensure the energy conservation.  

The shear viscosity and thermal conductivity are both transport properties which 

have long correlation times in the gas phase. Accurate determinations of the ensemble 

averages in Eqs. (4) and (6) require extremely long simulations whose length would be 

more than 10
4
 times of the correlation time [31]. The calculated time correlation 

functions of the off-diagonal elements of the pressure tensor and energy current are 

shown in Fig. 4(a) and Fig. 4(b) for pressures at 10 atm, 20 atm and 50 atm. It is seen 

from these figures that the correlation time of the energy current are a little larger than 

that of the pressure tensors and both correlation times decrease with pressure. Hence, the 

total simulation lengths required for the calculations of shear viscosity and thermal 

conductivity decrease with pressure from 7 μs at 1 atm to 200 ns at 50 atm. The 

computational cost for such long simulation lengths is very high because of the complex 
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expression of the BUK potential used in this model. Hence, at each pressure, the long 

simulations are divided into 100 shorter parallel runs which are independently initialized 

and equilibrated at the given temperature and pressure. The final results are obtained by 

averaging the results calculated from shorter parallel runs. The statistical errors are 

obtained from the mean-square deviation of the correlation functions. The time integrals 

of the calculated autocorrelation functions are the shear viscosities and thermal 

conductivities at the corresponding temperature and pressures. Compared to the above 

two transport properties, the heat capacity is a static property and hence easier to be 

calculated. The heat capacities at different pressures are obtained directly from the 

fluctuations of potential energies as shown in Eq. (10). The calculated isochoric heat 

capacities, shear viscosities, and thermal conductivities, together with the experimental 

data [32, 33] are shown in Fig. 5 through Fig. 7.  

 Similar to the calculated densities, the deviations between the calculated heat 

capacity and experimental data are negligible (within 1%) except at the highest pressure 

as shown in Fig. 5(a). The largest deviation of about 4.7% is found at 50 atm. Since the 

BUK potential does not take into account the three-body contribution, the deviation will 

be even larger at higher pressures if we still employ the same potential in the calculation. 

In order to improve the accuracy of the calculated heat capacities at higher densities, the 

parameters in the original ab initio potential need to be adjusted to include the average 

three-body effects. So far, a very accurate ab initio calculation of an intermolecular 

potential which includes the three-body effects is unavailable. Hence, the potential model 

must be optimized to the available experimental data to get better calculation results of 

thermophysical properties of dense fluids. From Fig. 5(b) we can see the increase of the 
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heat capacity at constant temperature is purely attributed to the increase of the potential 

contribution to the heat capacity. Although the highest density in our calculation is still 

far less than the critical density of the CO2, the weight of the potential contribution 

,V pC in the heat capacity has reached 25% which shows a significant contribution.   

The dependence of the calculated shear viscosity on the pressure shown in Fig. 

6(a) seems a little irregular. This is because the statistical uncertainty of the calculated 

viscosity is about 1.6%, whereas the maximal increment of the calculated viscosity 

between any two adjacent pressures in the calculation is only 3.7%. Hence, we can only 

see the viscosity generally increases with pressure, but the clear dependence is blurred by 

the statistical uncertainty. Nevertheless, the calculated viscosities have generally a very 

good agreement with the experimental data. The deviations are within 1.8% except at 50 

atm. At the highest pressure, the deviation is about 4.5% which is mainly caused by the 

neglect of three-body contribution to the potential. Compare to heat capacity, the shear 

viscosity as well as thermal conductivity cannot be divided into pure kinetic and potential 

contributions. There also exist kinetic-potential cross contributions to these two 

properties as discussed in Sec. 3. Figure 6(b) depicts the density dependence of the three 

viscosity contributions. In the density range of our calculation, the kinetic-kinetic 

contribution kk  decreases with density, while the kinetic-potential contribution kp and 

potential-potential contribution kp both increase with density. The kinetic-potential 

contribution is generally a little larger than the potential-potential contribution. The above 

observation agrees with the density dependence of the viscosity contributions of a LJ 

model fluid at the subcritical gaseous states calculated by Meier et al.[23]. The viscosity 

calculated in this work is dominated by the kinetic-kinetic viscosity contribution. The 
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kinetic-potential contribution and the potential-potential contribution only account for, 

respectively, 10% and 5% at the highest density of the calculation. 

As shown by Fig. 7(a), the calculated thermal conductivity agrees very well with 

the experimental data. Similar to the other three thermophysical properties, the maximal 

deviation of 2% is found at the highest pressure. The density dependence of the three 

thermal conductivity contributions depicted in Fig. 7(b) is similar to that of the three 

viscosity contributions. The difference is the kinetic-potential 
,T kp

and the potential-

potential ,T pp contributions to the thermal conductivity are more significant. At the 

highest density, 
,T kp

and 
,T pp

account for, respectively, 23% and 19% of the thermal 

conductivity. The statistical uncertainty of the calculated thermal conductivity is 

estimated to be within 1.2%. The contribution of the vibrational energy term to the total 

thermal conductivity can be easily examined by calculating the difference between the 

thermal conductivity which includes the vibrational energy term and the one which sets 

the vibrational energy to zero. The weights of the vibrational energy contribution in the 

total thermal conductivity at 1 atm, 10 atm, 20 atm, 30 atm, 40 atm and 50 atm were 

calculated, and they are, respectively, 22.6%, 21.6%, 20.6%, 19.5%, 17.8% and 15.0%. 

Hence, there is a significant contribution from the vibrational energy term to the thermal 

conductivity for dense CO2 gas even around room temperature. 

 

6. Conclusions 

In this work, the density, isochoric heat capacity, shear viscosity, and thermal 

conductivity of CO2 gas in the pressure range of 1 – 50 atm and 300 K are calculated 

directly from computer simulations without using any experimental data. The potential 
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contributions to the thermophysical properties are studied at every simulated state point, 

and their characteristic dependence on density is described. The MC method is employed 

in the model to include the quantum effects of the vibrational motions. For the 

intramolecular dynamics of CO2 molecules, the assumptions of rigid-rotor for rotational 

motion and of quantum harmonic oscillator for vibrational motion are both validated by 

good agreements between the calculated thermophysical properties and experimental 

data. For the intermolecular interactions, accurate thermophysical properties can be 

predicted by a pair-additive potential which is obtained from an ab initio calculation of 

the intermolecular potential of a CO2 dimer if the CO2 density is less than 135 kg/m
3
 or 3 

mol/l. For the calculations of thermophysical properties at higher densities, the ab initio 

intermolecular potential of a CO2 dimer becomes inaccurate and the three-body 

contribution to the intermolecular potential must be taken into account. So far, the three-

body contribution cannot be accurately obtained without experimental data. Therefore, 

135 kg/m
3
 is the upper limit of the CO2 density in which the thermophysical properties 

can be accurately calculated from molecular simulation without using any experimental 

data. 

CO2 is a small molecule. The frozen vibrational energy assumption for CO2 

molecule is valid at temperatures up to 1000 K [16] since all the vibrational modes of 

CO2 have a high energy gap between two neighboring vibrational energy levels. For 

larger molecules, however, there might exist torsional motions which are typically at 

lower frequencies than bond vibrations. In this case, it might be necessary to treat some 

vibrational modes in a classical way and the rest of them by a quantum mechanical way 

as described in this work. In all cases, a quantum mechanical treatment of some 
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vibrational modes must be performed; otherwise a significant underestimate of the 

thermal conductivity of a polyatomic fluid would be found in the calculation. As the 

vibrational energy for a given molecule is independent of time during the simulation 

when a quantum treatment of vibrational energy is carried out, its contribution to the 

thermal conductivity might be reducible to a simpler, perhaps analytic form. 
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Fig. 1. The radial dependence of BUK intermolecular potential for different CO2 dimer 

configurations. 
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Fig. 2. The equilibration process of CO2 gas at 300 K and 30 atm: (a) temperature and 

pressure vs. time and (b) volume and total energy vs. time. 

a 

b 
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Fig. 3. CO2 gas density vs. pressure at 300 K. The BUK potential predicts the 2
nd

 virial 

coefficient to be –121.3 cm
3
/mol at 300 K. The value is used to calculate the density from 

the 2
nd

 virial correction. 
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Fig. 4. Normalized autocorrelation functions of (a) off-diagonal elements of pressure 

tensors and (b) energy current at 10 atm, 20 atm and 50 atm and 300 K. 

a 

b 
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Fig. 5. (a) Isochoric heat capacity vs. pressure at 300 K. (b) The kinetic and potential 

contributions to the heat capacity as a function of density. 

a 

b 
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Fig. 6. (a) Shear viscosity vs. pressure at 300 K. (b) The viscosity contributions 

kk , kp and pp  as a function of the gas density. The statistical error is within 1.6%. The 

uncertainty of the experimental data is 0.9%. 

a 

b 
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Fig. 7. (a) Thermal conductivity vs. pressure at 300 K. (b) The thermal conductivity 

contributions ,T kk , ,T kp and ,T pp as a function of the gas density. The statistical error is 

within 1.2%. The uncertainty of the experimental data is 2%. 

a 

b 
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Abstract 

A simple analytic expression is proposed in this article to calculate the vibrational 

contribution to the thermal conductivity of a polyatomic fluid. The analytic expression 

was obtained based on the assumption that the self-diffusion process is the major 

mechanism in the transport of vibrational energy. The proposed expression is validated 

by comparing the thermal conductivity of CO2 calculated by molecular dynamics (MD) 

simulations to experimental data over a wide range of temperature and pressure. It is also 

demonstrated that the proposed analytic expression greatly increases the accuracy of 

calculated thermal conductivity for CO2 at the supercritical state. 
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1. Introduction 

The thermal conductivities of polyatomic fluids have been calculated using 

equilibrium or nonequilibrium MD simulations for decades [1-7]. Since thermal 

conductivity measures the transport of energy through the fluid, the inclusion of 

vibrational energy of the molecule into the calculation is important. No matter which MD 

simulation is used, however, there always exists a problem of how to treat molecular 

vibrations properly. As the number of atom in a molecule increases, more vibrational 

modes need to be considered in the calculation. The characteristic vibrational temperature 

normally varies from a few hundred K’s for vibrational modes, such as torsional 

vibrations, to several thousand K’s for vibrational modes, such as stretching vibrations. 

Generally, two approaches are frequently used to treat different vibrational motions. The 

first one is to treat the vibrational motion classically with a potential in which the 

parameters are often determined from infrared spectroscopy data or quantum chemistry 

results [1, 2, 4, 6, 7]. This classical approximation is appropriate if the characteristic 

temperature of the vibrational mode is considerably lower than the simulation 

temperature. The other approach is to apply constraints to the bond lengths or bond 

bending angles, and the stretching or bending energy is accordingly neglected [1, 3, 4, 5]. 

The second approach is normally used when the characteristic temperature of the 

vibrational mode is much higher than the simulation temperature. However, there exist 

many vibrational modes of which the characteristic temperature is higher but not too 

much higher than the simulation temperature. In these cases, the vibration motion is 

strongly affected by quantum effects. The classical treatment of vibrational modes may 

lead to wrong vibrational energies and hence wrong vibrational contributions to the 
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thermal conductivity. On the other hand, a simple neglect of vibratoinal energies is also 

not appropriate, because a nonnegligible population of molecules may have been excited 

to the corresponding vibrational modes at the simulation temperature. As an example, 

Nieto-Draghi et al. [1] have shown that both the classical treatment and the neglect of 

vibrational motions of CO2 lead to a significant underestimate of thermal conductivity at 

the supercritical state. This problem was resolved recently by using a Monte Carlo (MC) 

method to treat the quantum effects of the vibrational motion [8, 9]. The proposed MC 

method is based on the assumption that the exchange of energy between the constrained 

vibrational motion, which is strongly affected by quantum effects, and all other modes of 

motion is negligible. In implementation, the vibrational energies of constrained 

vibrational modes are considered to be constant during the simulation after they are 

initialized by the Metropolis algorithm [10] at the simulation temperature. Meanwhile, 

the molecule (in the case when all vibrational modes are constrained) or a part of the 

molecule (in the case when a part of the molecule is constrained) is considered rigid in 

the simulation, and the structure of the constrained part of the molecule is considered 

unaffected by the initial vibrational energies. This MC method used for quantum 

treatments of constrained vibrational motion has been applied to accurately determine the 

thermal conductivity of CO2 gas in a wide range of temperature and pressure [8, 9]. It 

was found [9] that the vibrational contribution to the thermal conductivity of CO2 gas has 

reached about 20% of the total thermal conductivity at 300 K. This temperature is much 

lower than all characteristic vibrational temperatures of CO2, but a significant vibrational 

contribution has been observed. 
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In the aforementioned studies [8, 9], it was found that the vibrational energies of all 

constrained modes can be considered constant and, hence, independent of time during the 

simulation. Hence, it may be possible to find an analytic expression that can be used to 

calculate the vibrational contribution to the thermal conductivity. This work aims to 

develop such an analytic expression for a polyatomic fluid. In order to test the validity of 

the proposed analytic expression, it is necessary to ensure that an accurate intermolecular 

potential is used in the simulation and all other parameters in the MD simulation such as 

cut-off radius, simulation time step, and total simulation length do not significantly 

influence the calculation results of thermal conductivity. It has been shown that an ab 

initio intermolecular potential for CO2 dimer proposed by Bukowski et al. (BUK) [11] 

can be used to accurately reproduce the thermophysical property of CO2 gas in a wide 

range of temperature and pressure [8, 9, 12, 13]. Therefore, in this study the MD 

calculation of the thermal conductivity of CO2 gas based on BUK potential is used to test 

the validity of the proposed analytic expression in the temperature range of 300−1000 K 

and pressure range of 1−40 atm. In addition to CO2 gas, the analytic expression is applied 

to the calculation of thermal conductivity of supercritical CO2 [1].  

 

2. Theoretical background  

In this work, the computations of thermal conductivity are carried out by the 

equilibrium MD simulation in a microcanonical ensemble. To study the vibrational 

contribution to the thermal conductivity, we start with the well-known Green-Kubo (GK) 

formula for the calculation of thermal conductivity [14, 15]. 

2 0
0

3 B

V
dt J t J

k T
 (1) 
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where J  represents the energy current, t is the time,  denotes the ensemble average,
 

Bk  is the Boltzmann constant, V  is the volume of the system and T  is the average 

temperature of the system. The general expression for the energy current J
 
in pure fluids 

which contain flexible, multicenter molecules can be expressed as Equation (2) [6, 16, 

17]. 

1 1

2
i i ij ab a

i a i i j b j

J E v r f v
V

 (2) 

where i and j are molecular indices, and a and b are atomic indices. v  is the velocity 

vector (all velocities are barycentric), ij i jr r r  is the center-center intermolecular 

distance vector and 
abf  is the intermolecular force. The internal energy 

iE  of molecule i 

in Equation (2) includes the translational, rotational, intermolecular potential energies and 

energies of vibrational modes that can be treated classically in the MD simulation. All 

these energies vary continuously with time in the simulation. For the constrained 

vibrational motion of which quantum effects cannot be neglected, however, the energies 

do not vary continuously with time and hence were normally not considered in the MD 

simulation. This is a defect in most MD simulations of thermal conductivity of 

polyatomic fluids in the past.  

Our previous work [8, 9] has shown that the quantum effects of the constrained 

vibrational motion can be included in MD simulation by a MC method. Our simulation 

results indicate that the exchange of energy between the constrained vibrational motion 

and all other modes of motion is negligible for a dilute and moderate dense polyatomic 

fluid. This conclusion is similar to the assumption made by Chapman and Cowling [18] 

when they derived the modified Eucken formula for a dilute polyatomic gas. Based on 

the assumption that there is no exchange of energy between translational and internal 
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modes (rotational and vibrational) of motion, Chapman and Cowling argued that the 

transport of internal energy would take place by the diffusion of molecules. Hence, 

Chapman and Cowling divided the thermal conductivity 
all

which includes all modes of 

motions into two parts in the following Equation (3) [18]. 

,intall tr VDC  (3) 

where 
tr

 represents the thermal conductivity due to the transport of translational energy, 

is the density of the system, D is the self-diffusion coefficient and ,intVC is the 

contribution to the isochoric heat capacity from internal modes of motion. 
,intVDC  

represents the thermal conductivity due to the transport of internal energy.  

However, neglecting the exchange of energy between the translational and internal 

modes of motion (especially the rotational motion) is generally a crude approximation. 

Instead, it is more appropriate to use the approximation made in our previous work which 

only neglects the exchange of energy between the constrained vibrational motion and all 

other modes of motion. In this study, we propose the thermal conductivity 
all

 can be 

divided into two parts as the following equation. 

,all V vibDC  (4) 

where  is the thermal conductivity due to the transport of intermolecular potential 

energy and energies of all modes of motion which can be treated classically. Here,  is 

identical to the thermal conductivity in Equation (1) and, hence, can be obtained from 

MD simulations. ,V vibDC  represents the thermal conductivity due to the energy 

transport of constrained vibrational modes through the self-diffusion process. In Equation 

(4), ,V vibDC can be considered as the “correction” term to the original thermal 
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conductivity . The quantum effects of constrained vibrational motions are taken into 

account by the isochoric vibrational heat capacity 
,V vibC  which can be calculated by the 

harmonic assumption via Eq. (5) [19].  

2

, 2
1 1

vj B

vj B

E k Tn
vj

V vib B
E k T

j B

E e
C k

k T e

 (5) 

where 
vjE  is the fundamental vibrational transition energy of j

th
 constrained vibrational 

mode of the molecule and n  is the total number of constrained vibrational modes. The 

self-diffusion coefficient D  in Equation (4) can be readily obtained from the MD 

simulation by Equation (6) [20]. 

1
3 0

( ) (0)i iD dt v t v  (6) 

The validity of Equation (4) is to be tested in this work by calculating the thermal 

conductivity of CO2 fluid. The CO2 molecule has four vibrational modes, among which 

the bending mode has the lowest characteristic temperature of about 960 K. Hence, 

quantum effects of all vibrational modes of the CO2 molecule cannot be neglected unless 

the simulation temperature is higher than 1000 K. All MD simulations in this work are 

carried out at a temperature lower than 1000 K. According to the assumption made in this 

work, therefore, all vibrational modes are constrained in the simulation so that the CO2 

molecule is modeled as a linear rigid rotor. For a linear rigid molecule, the energy current 

J
 
which does not include the contribution from the vibrational energy can be simplified 

to Equation (7)
 
[8]. 

2 21 1
2 2

1
i i i ij ij i j ij i ij j ji

i j i j i

J v mv Iu U r v v F u G u G
V

 (7) 
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where m and I represent, respectively, the mass and the moment of inertia of the CO2 

molecule,
 iu  is the rotational velocity of molecule i which is defined as the time 

derivative of the unit vector along the molecular axis, ijF  is the intermolecular force 

acting on molecule i due to the interaction between the molecule i and the molecule j, and 

ijU  represents the intermolecular potential. In Equation (7), 
ijG  can be determined from 

the intermolecular forces by  

ij ia ija

a

G d f   (8) 

where iad  is the distance of the site a in molecule i relative to the center of mass and
ijaf  

is the force acting on the site a in molecule i due to the interaction between molecule i 

and molecule j.  

 

3. Simulation details  

The BUK potential employed in this work use a site-site representation of the 

intermolecular potential for CO2 dimer as shown in the following equation. 

6 8
1 1 6 6 8 86 8

exp( ) ( ) ( ) ( )
ab ab

ab ab aba b
BUK ab ab ab ab ab ab

a i b j ab ab ab

q q C C
U r f r f r f r

r r r
,(9) 

where 
0

[ ] 1  
!

kn
x

n

k

x
f x e

k
. (10) 

Here, sites a belong to molecule i, sites b belong to molecule j and 
abr  is the distance 

between a and b. Each molecule contains five sites, with three corresponding to the 

centers of the atoms in CO2 and the remaining two on the C-O bonds 0.8456 Å away 

from the C atom. The C-O distance is fixed at 1.16047 Å. Parameters 
ab

, 
ab

, ab

n , 
aq , 
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and ab

nC are given in [11]. Since the CO2 molecule is modeled as a linear rigid rotor in 

this work, the dipole moment of the CO2 molecule is zero at every time step of the 

simulation. Hence, it is not necessary to use the reaction field method [21] to account for 

the long-range electrostatic interactions. In the application of BUK potential, the cut-off 

radius, within which all pair interactions are calculated, is chosen to be 14 Å. The long 

range correction to the pressure is calculated by orientational averaging of the virial 

beyond the cut-off radius. 

The equilibrium MD simulations are all carried out in a constant NVE ensemble with 

4096N  for dilute CO2 gas at 1 atm and 300−1000 K, and 1024N  for moderate 

dense CO2 gas at 300 K and 10−40 atm. The volume V (or density ρ) and the total energy 

E of the constant NVE ensemble corresponding to each simulation temperature and 

pressure are obtained by the method described in [9]. The coordinates of the molecular 

center of mass and the molecular orientations are all initialized randomly in a cubic box. 

The translational and rotational velocities are both initialized by the Maxwell-Boltzmann 

relation at the simulation temperature. The equations of molecular translational motions 

and molecular rotational motions are integrated by, respectively, the Verlet leap-frog 

algorithm and the Singer leap-frog algorithm [22]. The molecules in the system are 

equilibrated for 500 ps using the Berendsen’s velocity scaling method [23] with a time 

constant of 100 ps for dilute gases and 25 ps for moderate dense gases before the 

calculation of the time-correlation function starts. The time step size, total simulation 

length of each simulation and the calculated density of the fluid at each simulated state 

point are given in Table 1. The time step size is chosen so that the total energy of the 

system remains constant within a relative accuracy of 10
-4

. As shown in Table 1, a very 
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long total simulation length is used at each simulated state point to ensure the statistical 

error of the calculated thermal conductivity is lower than or around 1%. The statistical 

error is calculated by Fincham’s block averaging method [23]. Each long simulation 

shown in Table 1 is divided into 100 shorter parallel runs which are independently 

initialized and equilibrated at the given temperature and pressure. 

The self-diffusion coefficient and vibrational heat capacity at a given temperature 

and pressure must be accurately determined before the calculation of vibrational 

contribution to the thermal conductivity is carried out. The velocity autocorrelation 

function used for the calculation of self-diffusion coefficient is averaged over the 

autocorrelation functions of all molecules in the system so that the statistical error of the 

calculated self-diffusion coefficient is less than 0.1%. In order to study the validity of 

Equation (4), the values of all variables used in the calculation should be as accurate as 

possible. Since very accurate experimental data of the heat capacity of CO2 at zero 

density are available [25] at every simulation temperature, the vibrational heat capacity 

used in the calculation is obtained by Equation (10) which is more accurate than Equation 

(5). 

, , 0 2.5V vib VC C R  (10) 

where , 0VC  represents the experimental data of isochoric heat capacity of CO2 at zero 

density, R is the gas constant. 

 

4. Results and discussion 

The first set of calculation is carried out at 1 atm and 300−1000 K. The calculated 

results are shown in Table 2. The uncertainty of the experimental data of the self-
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diffusion coefficient at 1 atm was estimated to be ±5% [26]. It can be seen from Table 2 

that the deviations between the calculated and experimental self-diffusion coefficients are 

within the experimental uncertainty. The error caused by decoupling the vibrations from 

other degrees of freedom is assumed negligible and Equation (10) is applied to calculate 

the vibrational heat capacity. The uncertainty of the experimental data of the heat 

capacity was estimated to be ±0.15% [25]. In Table 2, 
MD

 the thermal conductivity 

which does not include the vibrational contribution is obtained directly from the MD 

simulation with the statistical error of less than 1.0%. It is evident that 
MD

 significantly 

underestimates
,exp.all

 the experimental thermal conductivity at all simulation 

temperatures. The uncertainty of ,exp.all  was estimated to be ±1% near room temperature 

and ±2% at the higher temperatures. As shown in Table 2, the density-diffusion product, 

D  and vibrational heat capacity both increase with temperature. As a result, the 

magnitude of ,V vibDC , i.e., the vibrational contribution to the thermal conductivity also 

increases with temperature. When the vibrational contribution is included, the corrected 

thermal conductivity ,all MD  has a good agreement with the experimental data as shown in 

Table 2. The significance of the vibrational contribution to the thermal conductivity for 

CO2 gas at 1 atm is calculated by , , 100%V vib all MDDC . The results are shown in 

Figure 1. The vibrational contribution increases with temperature from 24% at 300 K to 

46% at 1000 K. 

If the simulation temperature is higher than 1000 K, it may not be appropriate to 

assume the CO2 molecule is a linear rigid rotor because the quantum effects of bending 

motions becomes negligible. In this case, it is more appropriate to treat the bend mode of 
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CO2 classically and an intramolecular potential for bending motions should be included 

in the MD model. On the other hand, the other two vibrational modes of the CO2 

molecule should still be constrained because their characteristic temperatures are much 

higher than 1000 K. In these high temperature cases, the vibrational heat capacity 
,V vibC  

in Equation (4) only includes the contribution from the two constrained vibrational 

modes. The intermolecular potential employed in this work is based on a rigid geometry. 

Hence, it might not be appropriate to use it for the interaction between flexible CO2 

molecules at high temperatures. 

The second set of calculation is performed at 300 K and 10−40 atm. Similar to the 1 

atm case, the calculated self-diffusion coefficient is firstly compared with the 

experimental data. Stiel et al. [28] established a relationship between the self-diffusion 

coefficients and temperature for gases at moderate pressures. The relationship as shown 

in Equation (11) was found to reproduce the experimental data of the self-diffusion 

coefficient of CO2 gas with an average deviation of 1.99%. 

2
3

0.464
1.391 0.381

c

T
D

T
 (11) 

where 304.2cT K is the critical temperature of CO2, 0.0224  is constant for CO2. 

According to Equation (11) at 300T K , 20.58  D mg m s  is constant for CO2 gas 

at moderate pressures. The calculated self-diffusion coefficient compared to the 

experimental value obtained from Equation (11) is shown in Table 3. It can be seen the 

calculated results generally agree well with the experimental data. However, a slightly 

decrease of the calculated D  with density (or pressure) is observed. The decreasing 

trend agrees with the density dependence of D  for a fluid at the subcritical gaseous 
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states calculated by Meier et al. [29] using the Lennard-Jones potential model. Liang and 

Tsai [9] have shown that the decoupling between vibrations and other degrees of freedom 

is appropriate for moderate dense CO2 gas. Hence, the vibrational heat capacity used in 

this set of calculation is the same as that of dilute CO2 at 300 K in Table 2. When the 

vibrational contribution is not included, the calculated thermal conductivity 

MD
significantly underestimates the experimental thermal conductivity 

,exp.all
 [27] at all 

simulation pressures as shown in Table 3. After the vibrational contribution ,V vibDC  is 

included, very good agreement is achieved.  

The statistical error of 
MD

 is about 1.2%. The uncertainty of the experimental data 

was estimated to be ±2% [27]. Since the vibrational heat capacity is constant and the 

density-diffusion product decreases with density, the magnitude of 
,V vibDC  slightly 

decreases with density. On the other hand, 
MD

 increases with density due to the 

increasing contribution from the intermolecular potential. Therefore, the vibrational 

contribution to the thermal conductivity decreases with density from 21.7% at 18.9 kg/m
3
 

to 17.9% at 95.1 kg/m
3
 as shown in Figure 1. As the density or pressure is further 

increased, the vibrational contribution to the thermal conductivity will be even lower. In 

very high density fluids where the potential contribution to the thermal conductivity 

dominates, the vibrational contribution to the thermal conductivity becomes small or 

negligible.  

To test validity of the proposed correction for the vibrational contribution to the 

thermal conductivity in high density fluid, the MD simulation should be extended to 

higher density range. However, the BUK intermolecular potential employed in this work 
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has been proved not suitable for high density CO2 fluids. As an example, Bratschi et al. 

[30] showed that BUK potential predicts too large critical temperature and pressure 

compared to the experimental results. To test the validity of Equation (4) in high density 

fluids, therefore, a more appropriate intermolecular potential should be employed.  

Nieto-Draghi et al. [1] calculated the thermal conductivity of CO2 along the 

supercritical isotherm at 470 K using EPM2 potential. EPM2 model is a well know 

potential model for carbon dioxide which reproduces accurately the critical properties. 

Using the rigid-rotor assumption, Nieto-Draghi et al. calculated the thermal conductivity 

of CO2 by MD simulations. An underestimation of 30% and 9% were found at 300 kg/m
3
 

and 800 kg/m
3
, respectively. With the classical treatment of the vibrational motions in the 

simulation, they obtained an underestimation of 23% at 300 kg/m
3
. Nieto-Draghi et al. 

discussed in their paper that “an increase in the accuracy of the thermal conductivity 

might require a quantum treatment of the atomic vibration inside the molecule”. Since 

470 K is much lower than the characteristic vibrational temperature of bending mode of 

CO2, all vibrational modes should be constrained in the simulation based on the 

assumption made in this work. According to the analysis shown in this work, the 

deviations in their calculations can be corrected by ,V vibDC . The vibrational quantum 

effects is taken into account by ,V vibC . We compare our corrected results with Draghi et 

al.’s results based on the rigid-rotor assumption and the experimental results in Table 4. 

The self-diffusion coefficient data are taken from the correlation provided by [31]. The 

vibrational heat capacity at 470 K is 14.62 J/mol∙K [25]. It can be seen from Table 4 that 

the deviations between Nieto-Draghi et al.’s results and the experimental data can be 

corrected by the proposed vibrational correction very well. The deviation is reduced from 
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30% to 3.3% at 300 kg/m
3
, and from 9% to 0.5% at 800 kg/m

3
. From this calculation we 

can see the vibrational contribution to the thermal conductivity might be non-negligible 

even at a density close to the liquid density. 

 

5. Conclusions 

A simple correction term 
,V vibDC

 
is proposed to account for the vibrational 

contribution to the thermal conductivity. The proposed correction term is based on the 

assumption that, depending on the simulation temperature, the molecular vibrational 

mode with a relatively higher characteristic temperature can be considered constrained in 

the MD simulation. It is proved that the energy of constrained vibrations mainly 

contribute to the thermal conductivity through the self-diffusion process. Base on the 

proposed expression, the calculated thermal conductivities of CO2 fluid at gaseous and 

supercritical states agree well with experimental data.  
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Table 1. The time step size t , total simulation length 
totalt  and calculated density of 

fluid ρ at each simulated state point. The statistical error of ρ is less than 0.2%. 

 

P (atm) T (K) ρ (kg/m
3
) t  (fs) totalt  (μs) 

1 300 1.805 12.5 6.24 

1 400 1.347 12.5 7.41 

1 500 1.075 12.5 8.58 

1 600 0.900 10.5 9.76 

1 700 0.767 10.5 10.9 

1 800 0.671 10.5 12.1 

1 900 0.597 8.5 13.3 

1 1000 0.537 8.5 14.4 

10 300 18.85 8.5 1.56 

20 300 40.10 8.5 0.78 

30 300 64.57 8.5 0.51 

40 300 95.09 8.5 0.39 
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Table 2. The simulated self-diffusion coefficient and thermal conductivity at 1 atm. The 

statistical error of the self-diffusion coefficient is less than 0.1%. The vibrational heat 

capacity is calculated by Equation (10) using the experimental data in [25]. The statistical 

error of the thermal conductivity 
MD

 is less than 1.0%. The deviations are determined by 

|
,all MD

– 
,exp.all

|/
,exp.all

×100%.  

 

 

T (K) 

 D mg m s   

Dev 

(%) 

 

,     V vibC

J mol K
 

Conductivity mW m K   

Dev 

(%) MD 
Exp. 

[26] 
MD

 ,all MD
 

,exp.all
 

[27] 

300 20.61 21.52 4.19 8.126 12.7 16.5 16.8 1.79 

400 27.32 27.79 1.70 12.24 17.0 24.6 25.1 1.99 

500 33.50 33.36 0.42 15.53 20.7 32.6 33.5 2.69 

600 39.22 38.69 1.37 18.23 24.4 40.6 41.6 2.40 

700 44.26 43.26 2.32 20.47 28.2 48.8 49.3 1.01 

800 49.05 47.80 2.63 22.34 30.8 55.7 56.7 1.76 

900 53.59 52.09 2.87 23.91 33.1 62.2 63.8 2.51 

1000 57.83 56.11 3.08 25.22 37.6 70.7 70.6 0.14 
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Table 3. The simulated self-diffusion coefficient and thermal conductivity at 300 K. The 

statistical error of the self-diffusion coefficient is less than 0.1%. The statistical error of 

the thermal conductivity 
MD

 is less than 1.2%. The deviations are determined by 

|
,all MD

– 
,exp.all

|/
,exp.all

×100%. 

 

 

P (atm) 

 

  MD results

D mg m s

 

 

Dev (%) 

Conductivity mW m K   

Dev (%) 
MD

 ,all MD
 

,exp.all
[25] 

10 20.28 1.46 13.5 17.2 17.3 0.58 

20 20.17 1.99 14.2 17.9 18.0 0.56 

30 19.93 3.16 15.0 18.7 19.0 1.58 

40 19.85 3.55 16.8 20.5 20.7 0.97 
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Table 4. The correction term 
,V vibDC

 
of the calculated thermal conductivity of 

supercritical CO2 in [1]. 
ND

 denotes the thermal conductivity calculated by Nieto-Draghi 

et al. based on the rigid-rotor assumption. 
,exp.all

 denotes the experimental data of the 

thermal conductivity shown in TABLE III of [1]. The self-diffusion coefficient is 

obtained from [31].  

 

3kg m

 

ND

mW m K

 

,exp.all

mW m K

 

Dev. 

(%) 

2D m s

 

,V vibDC

mW m K

 

,all corrected

mW m K
 Dev. (%) 

(corrected) 

300 30.0 42.6 30 113×10
-9 

11.3 41.3 3.3 

800 86.3 94.4 9 28.5×10
-9

 7.56 93.9 0.5 
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Figure 1. The vibrational contribution to the thermal conductivity as a function of 

temperature at 1 atm and as a function of density at 300 K. 
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Abstract 

This article demonstrates a highly accurate molecular dynamics (MD) simulation of 

thermal conductivity of methane using an ab initio intermolecular potential. The quantum 

effects of the vibrational contribution to thermal conductivity are more efficiently 

accounted for in the present MD model by an analytical correction term as compared to 

by the Monte Carlo method. The average deviations between the calculated thermal 

conductivity and the experimental data are 0.92% for dilute methane and 1.29% for 

methane at moderate densities, as compared to approximately 20% or more in existing 

MD calculations. The results demonstrate the importance of considering vibrational 

contribution to the thermal conductivity which is mainly through the self-diffusion 

process. 
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1. Introduction 

Methane is of specific importance in different fields ranging from its industrial 

application as a feed-gas for ultra-smooth diamond coating to its environmental impact as 

an important greenhouse gas. Moreover, it is the principal component of natural gas 

which is often described as the cleanest fossil fuel. Accurate knowledge of the transport 

properties of methane is therefore essential for the engineering design of chemical 

process and fluid transportation. Although the experimental data for transport properties 

of methane are available, they, especially the self-diffusion coefficient and thermal 

conductivity data, are of acceptable accuracy only around room temperature [1]. This 

work attempts to calculate the self-diffusion coefficient and thermal conductivity of 

methane in a wide range of temperature at dilute phase and in an intermediate dense 

phase by equilibrium MD simulations using an ab initio potential energy surface (PES) 

which was recently proposed by Hellmann et al. [2]. A quantum mechanical treatment of 

vibrational motions is employed in the MD model to improve the accuracy of the 

calculated thermal conductivity. 

In addition to MD simulations, there also exist several other approaches for the 

calculation of transport properties from a known intermolecular potential. For example, 

the classical-trajectory (CT) method has been shown to be highly accurate in reproducing 

the transport and relaxation properties of simple molecular gases in a wide range of 

temperatures [1,3-5]. However, this method is restricted to the computation of transport 

properties in the dilute gas limit. For the calculation of transport properties at moderate 

and high densities, Rainwater-Friend [6,7] and modified Enskog theories [8,9] need to be 

used. The application of these theories must rely on the existence and accuracy of the 
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experimental transport property data because some scaling parameters used in these 

calculations are obtained by the best fit of the available experimental data [10,11]. On the 

other hand, MD simulations do not have such restrictions and are applicable at arbitrary 

densities and temperatures. If an accurate intermolecular PES is available and the 

simulation length is long enough, MD simulations have been demonstrated to be able to 

reproduce the thermophysical properties of a polyatomic fluid in a wide range of 

temperature and density with a high accuracy [12−14].  

In MD simulations of methane fluids, the potential was often approximated by an 

isotropic Lennard-Jones (LJ) type function in which the two adjustable parameters were 

fitted to experimental data [15,16]. The spherical approximation of the methane molecule 

is an oversimplification for the calculation of transport properties, especially thermal 

conductivity. Using the approximation, it is not surprising that the deviations of the 

calculated thermal conductivity from the experimental data reached 20% in dense phase 

[15] and up to 55% in more dilute ones [16]. In order to calculate the thermal 

conductivity of methane accurately, therefore, an anisotropic PES should be employed to 

take into account exchange of energy between translational and internal modes of motion. 

In MD simulations, a classical treatment of translational and rotational motions is 

normally valid, which, however, may not be true for vibrational motions. The methane 

molecule has nine vibrational modes with the lowest vibrational frequency of 1306 cm
-1

 

[17]. The high vibrational frequency implies that the classical treatment of methane 

vibrations is not only inefficient, but also inappropriate due to the strong quantum effects 

at simulation temperatures. On the other hand, the negligence of vibrational motions in 

the MD simulation could cause a significant underestimate of thermal conductivity 
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[14,18]. Therefore, a quantum treatment of molecular vibrations is necessary in the MD 

model. Since the exchange of vibrational and other kinetic energy caused by collisions is 

rare, it is assumed in this work that there is no exchange of energy between vibrational 

and other modes of motion. Accordingly, the methane molecule is considered as a rigid 

rotor and the molecular structure is assumed to be unaffected by the vibrational state of 

the molecule and the interaction between molecules. Hence, the influence of molecular 

vibrations on the transport of mass is neglected in this work. The transport of energy by 

vibrational excited molecules, on the contrary, cannot be neglected and is accounted for 

by a correction term [14] based on the assumption that the vibrational energy mainly 

contributes to the thermal conductivity through self-diffusion processes. Therefore, the 

calculation of the self-diffusion coefficient is correlated with that of the thermal 

conductivity in this work. The calculation method is more efficient than the previously 

proposed Monte Carlo method [12,13] which involves the average of autocorrelation 

functions corresponding to thousands of initial vibrational energy distributions. The 

accuracy of the calculation method is examined by comparing the simulation results with 

experimental data whenever possible. 

 

2. Intermolecular potential 

As methane is the simplest alkane and suitable for very accurate ab initio 

calculations, it has attracted many theoretical studies on the interaction potential for 

methane pair in the past decades. The two most recent ab initio PES for the methane 

dimer are proposed by Hellmann et al. [2] and Chao et al. [19]. Both these groups 

calculated the PES by the counterpoise-corrected supermolecular approach at the 
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CCSD(T) level of theory with the basis sets of aug-cc-pVTZ and aug-cc-pVQZ qualities. 

The calculated PES’s were both extrapolated to the complete basis set. The major 

difference between the two PES’s is that Hellmann et al. introduced an isotropic 

correction term to include the effects of zero-point vibrations so that a more accurate PES 

is obtained. Compared with Chao et al.’s potential, the global minimum of Hellmann et 

al.’s potential is deeper by about 50 K. Hellmann et al. used a nine-site potential function 

to fit the ab initio potential data. The potential function was validated against the 

experimental second pressure virial coefficient data. Chao et al. used a four-site Lennard-

Jones (LJ) potential function to fit the calculated potential data. Although the expression 

of Chao et al.’s potential is much simpler, the fitting errors are relatively large. In MD 

simulations, we use the PES proposed by Hellmann et al. 

Hellmann et al.’s potential assumes the methane molecule as a rigid rotor with the 

C-H bonds fixed at the experimental zero-point vibrationally averaged value of 1.099 Å. 

The bond angles of CH4 were established to give a regular tetrahedron and each molecule 

contains 9 sites. Hence, each pair interaction contains 81 site-site contributions. The 

partial charges were assigned to the denoted C and H sites to reproduce the octupole 

moment of the methane monomer obtained from ab initio calculations. The total potential 

which includes a correction for zero-point vibrational effects is given by Eq. (1). 

6 8
6 86 8

8,6
6 86 8

exp( ) ( ) ( )

        ( ) ( )

a b ab ab
ij ab ab ab ab ab ab ab

a i b j ab ab ab

iso

corr ab corr ab

ij ij

q q C C
U A r f r f r

r r r

CC
f r f r

r r

, (1) 

where 
0

1  
!

kn
x

n

k

x
f x e

k
. (2) 
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Here, sites a belong to molecule i, sites b belong to molecule j,  
abr  is the distance 

between a and b, and 
ijr  is the distance between centers of mass of two molecules. 

Parameters 
abA , 

ab
, 

ab
, 

aq , ab

nC , 
corr

, 
6C  and 

8,isoC are given in Ref. [2]. Figure 1 

depicts the anisotropy of Hellmann et al.’s potential. Since the methane molecule is 

modeled as a rigid rotor, the dipole moment of methane is exactly zero at each time step 

in the simulation. Therefore, it is not necessary to use the reaction field method [20] to 

account for the long-range electrostatic interactions. In fact, the first nonvanishing 

electrostatic interaction for a methane dimer is the octupole-octupole interaction, which 

decays as 7r  at a large intermolecular separation. In the application, the cut-off radius, 

within which all pair interactions are calculated, is chosen to be 14 Å. 

 

3. Theory 

The influence of vibrational motions is neglected in the calculation of self-diffusion 

coefficient. Hence, the self-diffusion coefficient is calculated directly from the Green-

Kubo (GK) formulas [21,22]. The accurate determination of self-diffusion coefficient is 

important in this work because it will be used in calculating the vibrational contribution 

to the thermal conductivity. The self-diffusion coefficient D  is given by [23] 

1
3 0

( ) (0)i iD dt v t v , (3) 

where 
iv  is the translational velocity of molecule i, t is the time, and  denotes the 

ensemble average.  

Due to the strong quantum effects, vibrational motions are not directly taken into 

account in classical MD simulations. As a result, the vibrational energy is not included in 
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the GK formula. The thermal conductivity ,0T  which does not include the vibrational 

contribution is calculated by [24]
 

,0 2 0
0T

B

V
dt J t J

k T
. (4) 

Here, J  is a component of the energy current which does not take into account the 

quantized vibrational energies, V  is the volume of the system, 
Bk  is the Boltzmann 

constant and T  is the average temperature of the system. Using the rigid-rotor 

assumption, the expression for the energy current J  which contains the contributions 

from translational energy, rotational energy and molecular interactions is given by [25]
 

21 1 1
2 2 2

1 1
2 2

1

1
       

i i i i i ij

i j i

ij i j ij i ij j ji

i j i

J v mv U
V

r v v f
V

I

, (5) 

where 
i
 and 

iI are, respectively, the angular velocity and the matrix of moments of 

inertia for molecule i, m  represents the mass of the methane molecule. ijr  and ijf  denote, 

respectively, the intermolecular distance and force.
 ijU  and ij  are, respectively, the 

intermolecular potential energy between molecule i and molecule j and the torque acting 

on molecule i due to the interaction between molecule i and molecule j.  

The energy current varies with time due to the interaction between molecules. Since 

collisions resulting in the exchange of vibrational and other kinetic energy are rare, the 

quantized vibrational energy is considered as frozen in the molecule and only contributes 

to the thermal conductivity by diffusion. Hence, the vibrational contribution to thermal 
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conductivity is calculated separately in this work. The thermal conductivity 
T

 which 

includes the vibrational contribution is given by [14] 

,0 ,T T V vibDC , (6) 

where  is the density of the system and 
,V vibC  is the isochoric vibrational heat capacity. 

The quantum effects of the molecular vibrations are included by 
,V vibC  which can be 

normally calculated using the quantum harmonic approximation [24]. It is notable that 

Eq. (6) is similar to the modified Eucken formula [11] which is used for the estimation of 

thermal conductivity of dilute gas 

,int

15

4

B
T V

k
DC

m
. (7) 

In Eq. (7), the first term on the right side represents the translational contribution to 

thermal conductivity, and the second term represents the contribution from the internal 

modes of motion, ,intVC is the contribution to the isochoric heat capacity from internal 

modes of motion. In this work, ,int , 1.5V V vibC C R  where R is the gas constant. The 

major difference between the modified Eucken formula and Eq. (6) is that the modified 

Eucken formula assumes that there is no exchange of energy between the translational 

and internal modes of motion, whereas energy exchange between translational and 

rotational motion is taken into account in Eq. (6) by MD simulations. In the case of dilute 

methane gas, the self-diffusion coefficient D  is available through MD calculations and 

very accurate experimental shear viscosity  data exist. Therefore, the accuracy of the 

modified Eucken formula, i.e. Eq. (7), and Eq. (6) for the calculation of thermal 

conductivity of dilute methane gas can be both examined by comparing the calculated 
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results with the experimental thermal conductivity data. As the fluid density increases, it 

is unlikely to neglect exchange of energy between the translational and rotational 

energies. Hence, the modified Eucken formula, Eq. (7), is not applicable to dense fluids. 

In this case, the thermal conductivity is calculated by Eq. (6) and compared with 

experimental data to examine if the decoupling between vibrations and other degrees of 

freedom is also valid for a moderately dense methane fluid. 

 

4. Simulation details and results 

4.1. Simulation details 

Two sets of simulations of the self-diffusion coefficient and thermal conductivity of 

methane are carried out in the microcanonical ensemble. In the first set of simulations, 

the pressure of methane gas is fixed at 1 atm and the temperature varies from 200 K to 

900 K. The density of the methane is determined from the ideal gas law. In the second set 

of simulations, the temperature is fixed at 200 K or 300 K and the density varies from 0 

to 5 mol/L. For a given temperature and density, the number of molecules included in a 

cubic simulation box is 1024 for densities lower than 1 mol/L and 512 for higher 

densities. The coordinates of the center of mass and the orientations of the molecules are 

both initialized randomly inside the simulation box with periodic boundary conditions. 

The minimum distance between any two molecules is set to be greater than 6 Å to avoid 

unrealistic large potentials and forces. The translational and angular velocities are both 

initialized by the Maxwell-Boltzmann relation at the given temperature. The equations of 

molecular translational and rotational motions are integrated by the Verlet leap-frog 

algorithm and the quaternion algorithm [23], respectively. Berendsen et al.’s algorithm 
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[26] is applied to equilibrate the system to the desired temperature with a time constant of 

2.0 ps. Using these settings, the system can be well equilibrated within 50 ps at all 

simulated state points. After the system is equilibrated and reaches the desired total 

energy corresponding to the given temperature and density, the thermostat is turned off 

and the transport properties are calculated in the constant-NVE ensemble. A step size of 

2.5 fs is chosen for dilute gases of which the temperature is lower than 600 K. For 

moderately dense fluids and dilute gases with higher temperatures, the step size is chosen 

as 2 fs. The time step size is chosen such that the total energy of the system is always 

kept constant within 2 parts in 10
4
. 

In order to obtain the thermal conductivity with a low statistical error (~1%) from 

the MD simulation, it is necessary to carry out a very long simulation length. For dilute 

gases at 1 atm, the total simulation length is increased from 3 μs at 200 K to 6 μs at 900 

K. For moderately dense fluids, the total simulation length is decreased from 240 ns at 1 

mol/L to 40 ns at 5 mol/L. With such long simulation lengths, the statistical error of the 

calculated self-diffusion coefficient can be reduced to less than 0.1% by additional 

averaging all the molecules in the system. Since the ab initio potential employed in this 

work is a nine-site potential model with a complex analytical expression for each site-site 

interaction, the total computational cost is very high. To save the computational time, the 

long simulation is divided into hundreds of shorter parallel runs which are independently 

initialized and equilibrated at the given temperature and density. The statistical error is 

estimated by Fincham’s block averaging method [27]. 
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4.2. Simulation results of dilute gases 

The calculated self-diffusion coefficients comparing with the values extrapolated to 

the dilute gas limit [1] from the density-dependent experimental data measured by 

Dawson et al. [28] and Oosting and Trappeniers [29] are shown in Table 1. The 

uncertainties of the experimental data were estimated to be ±6% [28] and ±2% [29]. Due 

to the difficulties of the measurements, the experimental self-diffusion coefficient data at 

temperatures higher than 350 K are scarce or nonexistent. Comparing with the available 

experimental data at 200 K and 300 K, the deviations of MD simulation results are 

generally within the experimental uncertainties. However, the deviation between the 

simulated self-diffusion coefficient and Oosting and Trappeniers’ data [29] at 200 K is 

greater than the experimental uncertainty. We compared our MD simulation results with 

those calculated from CT method [1] in which the same intermolecular PES was used and 

the methane molecule was also treated as a rigid rotor. As is shown in Table 1, very good 

agreement is found at all simulation temperatures. The CT method has been proved to be 

very accurate in reproducing transport properties of dilute gases [4,5,30,31]. Therefore, 

the deviations found in Table 1 should not be attributed to the MD simulation method or 

the GK formula used in the calculation of self-diffusion coefficient. A better prediction of 

the self-diffusion coefficient may require a more accurate intermolecular potential. 

In Table 1, the MD simulation results of the thermal conductivity of dilute 

methane gases are compared with the experimental data [32,33], results from CT method 

[3] and modified Eucken formula. For temperatures lower than 600 K, the experimental 

results are obtained from the correlation provided by NIST [32] with the uncertainty 

estimated to be ±2.5%. At higher temperatures, the experimental data are from Assael et 
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al. [33] with the uncertainty estimated to be ±4%. In Table 1, 
,0T

 is obtained directly 

from the integral of the time correlation function of energy current which does not 

include the vibrational energy. The statistical errors are less than 1%. It is evident that 

,0T
 significantly underestimates the thermal conductivity except at a very low 

temperature. The vibrational contribution 
,V vibDC  is then included to obtain 

T
 

according to Eq. (6). In the calculation, the vibrational heat capacity 
,V vibC  shown in 

Table 1 is calculated by Eq. (8). 

, , 0 3V vib VC C R  (8) 

where 
, 0VC  represents the isochoric heat capacity at zero density. Since experimental 

data of 
, 0VC  at each simulation temperature are all available [32] and the uncertainty is 

within ±1%, ,V vibC  calculated from Eq. (8) is supposed to be more accurate than that 

calculated from quantum harmonic approximation. It can be seen from Table 1 that the 

calculated thermal conductivity 
T

 which includes the vibrational contribution agrees 

well with the experimental data. The ratio of the vibrational contribution to the total 

thermal conductivity increases from 0.8% at 200 K to 50% at 900 K. Hence, the 

vibrational contribution to the thermal conductivity of the dilute methane gas is non-

negligible even at a temperature much lower than the lowest characteristic vibrational 

temperature (~ 1870 K) of methane. 

To compare the accuracy of different calculation methods, the thermal conductivities 

calculated from CT method and the modified Eucken formula are also shown in Table 1. 

The shear viscosity used in the modified Eucken formula is obtained directly from the 

accurate experimental data [32,34]. The uncertainty of the experimental shear viscosity is 
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estimated to be ±0.2% around room temperature and ±1% at low and high temperatures. 

The thermal conductivity calculated from CT method is provided by Hellmann et al. [3]. 

For the aforementioned three calculation methods, the deviations between the calculated 

thermal conductivity and the experimental data [32,33] at each simulation temperature 

are shown in Fig. 2. It can be seen that both the MD calculation employed in the work 

and the CT method employed by Hellmann et al. predict the thermal conductivity within 

the experimental uncertainty. Using the following Eq. (9), the averaged absolute 

deviations (AAD) of the results from MD method and CT method are calculated to be 

0.92% and 0.94%, respectively. 

1

1 calculated result at state point 
AAD 1 100%

experimental data at state point 

dataN

idata

i

N i
 (9) 

where 
dataN  means the number of data points. Therefore, the MD method is as accurate 

as CT method in calculating the thermal conductivity. The good agreement with 

experimental data indicates the assumption that the vibrations mainly contribute to 

thermal conductivity through self-diffusion processes is valid in a dilute gas.  

As shown in Fig. 2, the modified Eucken formula is not able to predict the thermal 

conductivity within the experimental uncertainty if the temperature is lower than 500 K. 

At relatively low temperatures, the vibrational contribution to the thermal conductivity is 

small. The large deviations are, therefore, mainly caused by neglecting the exchange of 

energy between translational and rotational motions. The MD calculation with an 

anisotropic intermolecular potential takes into account this kind of energy exchange, 

hence gives much better results. Nevertheless, the modified Eucken formula predicts 

reasonable thermal conductivities if the temperature is higher than 600 K. The results 
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indicate that the exchange of energy between translational and internal modes of motion 

might become negligible for dilute gases at high temperatures so that both rotational and 

vibrational motions contribute to the thermal conductivity mainly through self-diffusion 

processes. 

 

4.3 Simulation results at moderate densities 

The MD simulation results of self-diffusion coefficients of moderately dense 

methane at 200 K and 300 K are shown in Fig. 3. The experimental data are obtained 

from Dawson [35] who measured the density dependence of the self-diffusion coefficient 

of methane from 154 K to 354 K. The uncertainty was estimated to be ±4.5% and is 

depicted by dashed lines in Fig. 3. The statistical error of the calculated self-diffusion 

coefficient is about 0.1% which is less than the size of symbols in Fig. 3. At 300 K, the 

deviations between the calculated and experimental results are within the experimental 

uncertainty. The AAD between the MD results and experimental data is 1.21%. At 200 

K, however, the calculated results only agree with the experimental data at densities 

lower than 3 mol/L.  At higher densities, the deviations reached 4.55% and 5.25% which 

are higher than the experimental uncertainty. The vibrational energies of methane are 

rarely excited at 200 K. Hence, the disagreement should not be attributed to the 

decoupling between the vibrations and other degrees of freedom in the MD model. The 

relatively large deviations at higher densities may come from the neglect of three-body 

effects in the pair potential employed in the calculation. To obtain better results at high 

densities, therefore, non-additive terms which account for three-body effects must be 

included in addition. 
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Figure 4 depicts the calculated thermal conductivity and the experimental data [32] 

as a function of density at 200 K and 300 K. The uncertainty of the experimental data 

provided by NIST [32] was estimated to be ±2% and is depicted by dashed lines in Fig. 4. 

The statistical error of the calculated thermal conductivity is about 0.9% which is smaller 

than the size of symbol shown in Fig. 4. Without the vibrational correction term, the MD 

results underestimate the thermal conductivity at both temperatures. The AADs between 

the calculated thermal conductivity without the vibrational correction term and the 

experimental data at 200 K and 300 K are 1.54% and 7.36%, respectively. It is evident, 

especially at 300 K, that the accuracy of the calculation results is greatly improved when 

the vibrational correction term 
,V vibDC  is included. With the correction term, the AADs 

at 200 K and 300 K are 1.05% and 1.53%, respectively. The calculated thermal 

conductivity at both temperatures has generally a good agreement with the experimental 

data. Although the MD results underestimate the self-diffusion coefficient of methane at 

relatively high densities at 200 K, the underestimation has little effects on the calculated 

thermal conductivity because the vibrational contribution to the thermal conductivity at 

200 K is negligible. Nevertheless, it is found at both temperatures that the calculated 

thermal conductivity always slightly underestimates the experimental data at moderate 

densities even when the vibrational contribution is included. The small deviations might 

come from the neglect of the exchange of energy between vibrations and other modes of 

motions. As is discussed in the self-diffusion results, however, the vibrational energy of 

methane at 200 K is negligible. It is more possible that the underestimations are caused 

by the neglect of three-body effects in the pair potential. Therefore, in order to extend the 

calculation to more dense methane fluids or test the accuracy of the MD calculation 
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method in calculating self-diffusion coefficient and thermal conductivity of methane at 

high densities, Hellmann et al.’s potential should be employed with a correction term to 

account for three-body effects. The determination of an accurate potential that includes 

the three-body effects needs further investigations. 

 

5. Conclusions 

MD simulations of the self-diffusion coefficient and thermal conductivity of 

methane are performed in a wide range of temperature at dilute phase and in an 

intermediate dense phase. At the simulated state points, the experimental data of the two 

transport properties of interest are of relatively low accuracy or nonexistent. By 

comparing the MD simulation results with the available experimental data, it is found that 

the decoupling between vibrations and other degrees of freedom of methane is 

appropriate in a dilute or intermediate dense phase. On the other hand, the exchange of 

energy between translational and rotational motions cannot be neglected even in a dilute 

gas. The vibrational energies are proved to contribute to the thermal conductivity mainly 

through self-diffusion processes. The correction term 
,V vibDC  is able to nicely account 

for the vibrational contribution which is shown to be significant in the total thermal 

conductivity of methane at both low and intermediate densities. In order to obtain better 

results or extend the MD simulation to methane fluids at higher densities, the ab initio 

pair potential employed in this work needs some improvement to incorporate the three-

body effects. 
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List of symbols 

a
 

interaction site index 

AAD averaged absolute deviations 

b
 

interaction site index 

,V vibC  vibrational heat capacity 

,intVC  the contribution to the isochoric 

heat capacity from internal 

modes of motion 

, 0VC  the isochoric heat capacity at 

zero density 

D self-diffusion coefficient 

I  the matrix of moments of inertia 

J  a component of the energy 

current 

Bk  Boltzmann constant 

m  the mass of molecule 

dataN   the number of data points  

aq
 

partial charge on interaction site 

a 

bq
 

partial charge on interaction site 

b 

abr  distance between interaction site 

a and b 

ijr  a component of the distance 

vector from the molecule j to i 

R  gas constant 

t  time 

T  temperature 

ijU  intermolecular potential 

iv
 

translational velocity of molecule 

i 

iv  a component of translational 

velocity of molecule i 

V  volume 

 

Greek letters 

ij  torque acting on molecule i due 

to the interaction between 

molecule i and molecule j 

 shear viscosity 

,0T  thermal conductivity that does 

not include the vibrational 

contribution 

T
 thermal conductivity that 

includes the vibrational 

contribution 

 density 

i
 angular velocity of molecule 
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Table 1. Thermophysical properties of methane at 1 atm. The statistical error of self-

diffusion coefficient is less than 0.1%. The statistical error of thermal conductivity is less 

than 1%. 
 

T 

(K) 

 D mg m s  

     

Pa s

 

,     V vibC

J mol K

 

 T mW m K  

MD Exp.  CT 
Exp. 

[32,34] 
Exp. [32] 

MD 

,0T
 

MD 

T
 

Exp. 

[32,33] 
CT 

Modified 

Eucken 

200 10.50 

10.48 

[28], 

10.16 

[29] 

10.53 7.81 0.257 21.62 21.79 21.94 21.75 23.50 

300 15.25 

14.99 

[28], 

15.29 

[29] 

15.25 11.25 2.521 32.35 34.75 34.55 34.36 36.14 

400 19.37 - 19.36 14.27 7.351 41.16 50.03 50.13 50.04 51.70 

500 23.07 - 23.04 16.98 13.25 49.83 68.90 68.56 68.45 70.04 

600 26.45 - 26.42 19.43 19.24 56.38 88.13 88.92 88.62 90.11 

700 29.58 - 29.56 21.63 25.35 67.12 113.9 112.1 109.9 112.1 

800 32.61 - 32.52 23.71 30.83 73.74 136.5 134.3 131.8 134.6 

900 35.45 - 35.35 25.71 35.89 79.55 158.9 156.6 154.1 157.5 
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Fig. 1. Hellmann et al.’s potential as a function of the center of mass separation for 

different angular orientations. 
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Fig. 2. The deviations between the calculated thermal conductivity and experimental data 

of dilute methane gases. The dashed lines show the uncertainties of the experimental 

data. , . ,exp.Dev.% 1 100%T cal T  
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Fig. 3. The product D  as a function of density at 200 K or 300 K. The dashed lines 

show the uncertainties of the experimental data. The statistical errors are smaller than the 

size of the symbols. 
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Fig. 4. The thermal conductivity as a function of density at 200 K or 300 K. The dashed 

lines show the uncertainties of the experimental data. The statistical errors are smaller 

than the size of the symbols. 
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SECTION 

2. CONCLUSIONS 

It is shown in this dissertation that the DFT method is able to predict an excellent 

CO2 geometry and fairly good vibrational energy eigen values and transition dipole 

moments. The high efficiency of the ab initio method developed in this work makes it 

applicable to larger and more complicated molecules. Based on the ab initio calculation 

results of the single-molecule properties and the pair potential, the thermophysical 

properties of CO2 at low and intermediate densities can be accurately reproduced without 

using any experimental data. For fluids at high densities where the three-body effects 

become non-negligible, however, the parameters in the pair potential needs to be adjusted 

to fit the experimental pure substance vapor-liquid equilibrium data since an accurate 

determination of an effective polyatomic pair potential which includes the three-body 

effects is so far computational prohibitive. It is found that the molecular vibrations can be 

considered constrained in the molecule if the simulation temperature is lower than the 

characteristic temperature of the vibrational mode. The influence of the vibrations to the 

transport of mass and momentum in a polyatomic fluid is negligible, whereas the 

vibrational contribution to the thermal conductivity of a polyatomic fluid is important. 

The vibrations are found to contribute to the thermal conductivity mainly through self-

diffusion processes. The deviations between the calculated thermophysical properties and 

the experimental data at all simulated state points are generally within the experimental 

uncertainty. It is shown the calculation methods can be extended to calculate 
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thermophysical properties of other polyatomic fluids such as methane of which the 

experimental data is of acceptable accuracy only around the room temperature. 
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