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a b s t r a c t

Forest fires are a huge ecological hazard, and smoke is an early characteristic of forest fires. Smoke is
present only in a tiny region in images that are captured in the early stages of smoke occurrence or
when the smoke is far from the camera. Furthermore, smoke dispersal is uneven, and the background
environment is complicated and changing, thereby leading to inconspicuous pixel-based features
that complicate smoke detection. In this paper, we propose a detection method called multioriented
detection based on a value conversion-attention mechanism module and Mixed-NMS (MVMNet). First,
a multioriented detection method is proposed. In contrast to traditional detection techniques, this
method includes an angle parameter in the data loading process and calculates the target’s rotation
angle using the classification prediction method, which has reference significance for determining the
direction of the fire source. Then, to address the issue of inconsistent image input size while preserving
more feature information, Softpool-spatial pyramid pooling (Soft-SPP) is proposed. Next, we construct
a value conversion-attention mechanism module (VAM) based on the joint weighting strategy in the
horizontal and vertical directions, which can specifically extract the colour and texture of the smoke.
Ultimately, the DIoU-NMS and Skew-NMS hybrid nonmaximum suppression methods are employed
to address the issues of smoke false detection and missed detection. Experiments are conducted using
the homemade forest fire multioriented detection dataset, and the results demonstrate that compared
to the traditional detection method, our model’s mAP reaches 78.92%, mAP50 reaches 88.05%, and FPS
reaches 122.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Forests are an important component of the Earth’s ecosystem,
and their protection is everyone’s responsibility [1]. A forest fire
is an uncontrolled and unrestricted natural disaster that threatens
forested land [2]. In recent years, forest fires have become more
frequent, and their scope of damage has increased every year [3].
Forest fires destroy millions of hectares of forest every year and
cause a series of environmental disasters, which mainly include
global warming, and governments have spent tens of billions of
dollars fighting these fires [4]. Forest fires not only damage the
ecosystem but also pose a potential danger to human survival
and development [5]. Forest fires are unpredictable and usually
occur in isolated forest areas [6]. If a forest fire is not detected
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in time, it can easily spread, thereby causing greater damage
to the ecosystem and posing a greater challenge to firefighting
efforts [7]. Smouldering is the most common cause of forest fires.
Smoke is the first sign of a forest fire. It is critical to shorten the
response time of forest firefighting and the severity of forest fire
damage by effectively detecting smoke in time and pinpointing
the region where smoke occurs.

Several issues need to be addressed immediately in the current
forest fire smoke detection scene (as shown in Fig. 1): (1) Inclined
smoke. When a forest fire occurs, the smoke tends to tilt due to
the impacts of the surrounding environment and weather, which
reveals useful information such as the wind direction and fire
source location. Previously, the horizontal detection box that was
employed for target detection overlooked useful information and
lacked consistency. (2) Misdetection of objects that are similar to
smoke. In the complicated and changeable forest environment,
there are many smoke-like phenomena, such as moving clouds in
the sky and fog in the atmosphere. These phenomena have similar
features to smoke, and traditional feature extraction networks
struggle to detect the differences. (3) The smoke is too far away.
When the burning point is far from the camera, the detection
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0950-7051/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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Fig. 1. Smoke detection interference factors.

box’s confidence is low, and it is filtered out, thereby increasing
the difficulty of smoke detection.

To handle the problem of smoke tilt, L Tian et al. proposed
a detection framework that consists of an image enhancement
module and a dense feature reuse module for addressing the
densely arranged features of objects in remote sensing scenarios
[8]. In the remote sensing setting, W Huang et al. suggested
a cross-scale feature fusion pyramid network and employed a
multioriented detection box to adapt to targets such as slanted
ships [9]. The remote sensing scene’s multioriented detection
method has inspired us, and the multioriented detection box
is well fitted to the peculiarities of smoke flying in the wind.
As a result, we propose a multioriented detection method in
which the target box can adaptively describe the direction of the
smoke and has reference relevance for determining the direction
of the fire source. We use the PolyIOU method to calculate the
degree of overlap between anchor boxes to adapt to multiori-
ented detection and create the forest fire multioriented detection
dataset.

L He et al. proposed an attention mechanism module that
integrates spatial attention and channel attention to address the
problem of false detection of smoke-like items in foggy weather
[10]. D Sheng et al. proposed pixel oversegmentation to assist
the convolutional neural network in extracting smoke features
and lower the likelihood of false detection [11]. Although these
methods are simple and effective, they have difficulty overcoming
the problem of information loss during the feature extraction pro-
cess, and they still result in false detections against complicated
backgrounds, such as clouds in the sky being misidentified as
smoke. As a consequence, we propose a Soft-SPP, which can alle-
viate the problem of feature information loss that is caused by the
inconsistent input sizes of smoke images while preserving more
feature information by substituting MaxPool with SoftPool oper-
ations. Following that, a value conversion-attention mechanism
(VAM) is proposed, which employs the colour and texture feature
information of the smoke image while enhancing the weight
distribution of texture information based on the joint weight
assignment strategy in the horizontal and vertical directions.

E Zhao et al. introduced an adaptive detection box method
for limiting the occurrence of missed detection in forest fire
smoke detection tasks, which substantially increased the de-
tection speed of Faster-RCNN and reduced the occurrence of
missed detection [12]. This method, however, has limitations
and is only appropriate for two-stage target detection models.
Based on Skew-NMS and DIoU-NMS, we redesign the Mixed-NMS
method in this paper to overcome the problem of missed detec-
tion that is caused by similar smoke at long distances. Skew-NMS
considers the angle and threshold information in smoke target
multioriented detection to determine the anchor box information,
whereas DIoU-NMS considers the overlap area and the centre
point distance. When the burning point is far from the camera or
multiple clouds of smoke are close to each other, the combination

of these two NMS methods can better fit the actual form of the
smoke and solve the problem of missed detection.

The contributions of this paper are summarized as follows:
(1) A multioriented detection method is proposed for describ-

ing the directional state of smoke. In addition, to accommodate
multioriented detection, we create the forest fire multioriented
detection dataset.

(2) A Soft-SPP is proposed. This module substitutes the SPP’s
three parallel MaxPool operations with SoftPool operations to
preserve more distinctive information.

(3) A value conversion-attention mechanism is proposed. To
efficiently extract the smoke texture features, this attention mech-
anism uses the feature information of the colour and texture of
the smoke image while enhancing the weight distribution of the
texture information.

(4) Mixed-NMS is proposed while taking angle information
and centre point distance into account in the multioriented de-
tection of smoke targets.

2. Related work

Because combustibles in the forest are rarely dry, a substan-
tial volume of smoke is frequently produced during the start of
a forest fire. The ability to detect smoke effectively is critical
for the prevention and management of forest fires. Methods for
smoke detection can be classified as (1) traditional methods,
which include manual and sensor detection methods, and (2)
image-based methods, which include traditional machine learn-
ing and deep learning. Traditional methods have drawbacks such
as high cost, sluggish response time, and a narrow application
range. Traditional machine learning methods have the problems
of insufficient feature extraction, a high missed-positive rate, and
a high false-positive rate among image-based algorithms. Deep
learning methods not only address the flaws of traditional meth-
ods and machine learning methods but also have the advantages
of high precision and precise identification in complicated envi-
ronments. As a corollary, using deep learning methods to extract
deep-level smoke features and effectively distinguish smoke from
complicated backgrounds is an important goal of forest fire smoke
monitoring tasks, which is also the main objective of this paper.

The currently popular methods rely primarily on manual de-
tection or sensor detection. The manual detection method entails
forest guards conducting ground patrols in the forest and report-
ing to the appropriate department as soon as a fire arises to
carry out firefighting and extinguishing measures. The forest fire
detection method has flaws such as excessive error, a small patrol
area, a high cost burden, and an insufficient coverage area, and
it cannot meet the speed or accuracy criteria of forest fire de-
tection. Thermal imaging technologies, such as infrared sensors,
multispectral sensors, and hyperspectral sensors, are examples of
sensor methods [13]. Because of the sensor’s angle, distance, and
occlusion, sampling that is based on smoke particles or humidity
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is easily affected by irrelevant objects in the surrounding region,
thereby resulting in disadvantages such as extremely long time
delays, high cost, limited scope, and difficulty of operation [14].
Traditional smoke detection systems are ineffective in the early
warning of forest fires for the reasons that are stated above.

To detect forest fires early, researchers have conducted exten-
sive research on smoke recognition using images of smoke and
extracting the colour and textural features of the smoke [15].
Initially, typical digital image processing algorithms and pat-
tern recognition methods [16] were used to extract and evaluate
smoke properties to identify smoke. D Krstini et al. investigated
numerous colour space transformations by measuring the sepa-
rability of smoke and nonsmoke pixels to find a suitable com-
bination of colour space and pixel-level smoke segmentation
methods for smoke pixel-level segmentation [17]. Gubbi, J. et al.
proposed a method for smoke characterization based on wavelets
and support vector machine that effectively minimizes the smoke
false-alarm rate [18]. Surapong et al. devised a forest fire smoke
detection method that processes digital images based on an ex-
amination of static and dynamic smoke features [19]. This method
locates the region of interest using the Unicom component algo-
rithm, uses the convex hull algorithm to calculate the area of the
region and divide the changed area, analyses and calculates the
static and dynamic characteristics, and determines whether the
changed object in the image is smoke. Chen et al. analysed early
smoke video footage, estimated smoke colour distribution rules,
and built a decision tree for recognizing smoke based on smoke
colour variations and dynamic diffusion [20]. Yu et al. processed
smoke images in blocks, evaluated and computed the changes in
the texture of smoke videos, categorized them, and verified that
the texture features of smoke varied significantly from those of
nonsmog areas [21]. Yuan et al. proposed local and global textures
for image textural features to improve smoke detection, but the
local and global boundaries were difficult to measure. Setting
a uniform threshold based on the pixel level in this research
method is difficult because it is challenging to reconcile near
smoke with distant smoke and missed fires or false alarms are
likely [22]. Using the principle of fractal coding, Fujiwara and Ter-
ada devised a method for extracting smoke regions from images.
This method does not extract shape information or the shape
itself but rather uses the smoke shape’s self-similarity and the
pixel position connections to extract the smoke area from a single
bright image [23]. Although this method reduces the reliance on
the dataset, it takes a long time to analyse the features of smoke
and is ineffective for detecting smoke that is far away from the
lens. Gubbi et al. proposed a smoke detection method that is
based on wavelets and support vector machines and uses a three-
level wavelet decomposition for different levels of features. Sixty
features, such as entropy, kurtosis and skewness, were calculated
as inputs to the classifier model based on coefficients [24]. Finally,
a support vector machine is used for classification. This method is
based on detecting high-quality smoke images that are captured
by a lower fixed camera and does not take into account the
impact of weather on image quality. Verstockt et al. proposed
a multimodal flame and smoke detector for large open spaces
that obtains visual and magnitude images based on the time of
flight [25]. If an object has a high probability of being a flame
feature, it is labelled as a candidate flame region. Amplitude
disorder was also investigated, and regions with high cumulative
amplitude differences and high values in all detailed images of
the discrete wavelet transform of the amplitude image are also
labelled candidate flame regions. A fire alarm goes off when
at least one of the visual and one of the amplitude candidate
flame regions overlaps. This solution is immature due to its low
resolution and the high power consumption of the technique,
which requires the receiver and transmitter to be close to the fire
source. This is difficult to realize in vast forests.

In recent years, the development of deep learning techniques
has enabled us to detect forest fires based on images, which has
brought new ideas to forest fire early warning [26]. Deep learning
methods can extract features from many labelled images and
identify changing smoke images [27]. Object detection is gen-
erally divided into two-stage detection and one-stage detection.
Two-stage detection is represented by RCNN [28], which has the
advantage of being highly accurate; however, two-stage detection
has high hardware requirements, is not easy to widely deploy,
and has a low detection rate. One-stage detection is represented
by YOLO [29], which has an efficient detection rate and is suitable
for fast fire detection. YOLO, which was proposed by Redmon
et al. is an end-to-end real-time object detection algorithm that
uses convolutional neural networks to perform feature extraction
and classify objects and localized images, which has the advan-
tage of high efficiency but lacks accuracy. YOLOv2 [30], which
was proposed by Redmon and Frahadi, uses K-means clustering to
preprocess the size of the prior box and clusters the prior box into
9 classes with different lengths and widths to detect targets with
different size scales, thereby compensating for the shortcomings
of YOLO in terms of accuracy. Nevertheless, YOLOv2 does not
focus on the training problem of different image sizes and does
not perform well in detecting small targets. In a later study,
Redmon and Frahadi proposed YOLOv3 [31], which builds on
YOLOv2 and features a pyramid network [32] to improve detec-
tion performance, especially in small object detection. However,
the performance of YOLOv3 on objects with complex features
still needs to be improved, and YOLOv3 is still far from being
applicable for practical forest fire detection. YOLOv4 [33], which
was proposed by Bochkovskiy et al. optimizes various aspects
of YOLOv3 in terms of data processing, the backbone network,
network training, the activation function, and the loss function,
among other factors, and realizes different degrees of optimiza-
tion in practical applications to improve model performance and
provide guidelines for practical applications to forest fire detec-
tion. YOLOv5, which was proposed by Glenn Jocher, uses mosaic
data augmentation on the input side; CSPDarknet53, the Mish
activation function and Dropblock on the backbone; and the SPP
structure in the neck to improve upon YOLO. Compared with
YOLOv4, YOLOv5 is a lighter model that realizes a higher speed
and still ensures accuracy. The proposed YOLOv5 model is of light
weight and high accuracy in practical applications compared to
other YOLO models [34].

Deep learning methods outperform traditional methods in
detecting forest fire smoke and are frequently based on simple fu-
tures such as the colour and contour of the smoke. More research
in the field of forest fire smoke detection is required to investigate
diverse smoke features and improve the detection performance
in complicated forest environments [35]. In contrast to prior
work, our study is devoted to collecting deeper smoke features
for differentiating smoke from complicated backdrops (such as
clouds and fog). Simultaneously, a multidirectional sensing box
is employed to identify the smoke’s direction.

Consequently, the method in this paper employs the standard
backbone of YOLOv5 to extract fundamental features, Softpool-
spatial pyramid pooling to retain more feature information, and
the value conversion attention mechanism module to charac-
terize smoke’s spatial texture information. The original YOLOv5
feature pyramid is utilized for feature fusion at the feature fu-
sion step. Mixed-NMS is proposed to replace the weighted NMS
algorithm of YOLOv5 in the image postprocessing step to re-
duce missing and false detections of smoke. Fig. 2 illustrates the
MVMNet methodology that is presented in this paper.
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Fig. 2. Workflow of MVMNet.

3. Method

3.1. Data acquisition

No smoke detection data are currently publicly available since
few smoke images have been captured, as smoke images are
difficult to obtain, and the number of researchers in the field of
forest fire smoke target detection is limited. As a result, prior
to conducting the research that is outlined in this paper, smoke
data must be collected. First, we employ Hikvision cameras to
photograph 10,532 images of smoke in various burning states
and climate settings in forests and farmland. The direction and
shape of the smoke vary depending on the environment in which
the fire is located and the magnitude of the wind. Next, to
supplement the dataset, this paper replicates the forest habitat
and generates 5377 images. We eventually obtain the forest fire
multioriented detection dataset, which includes 15,909 images
(see Fig. 3 for example images). The collections of the above real
and simulated scenes without smoke, which is closer to the real
situation, because the forest is not constantly burning.

The three images in Fig. 4 are all simulated data that were
obtained in the field in a clearing on the outskirts of a city. As
shown in the images, the clearing contained plants and trees,
and the surroundings were relatively open to simulate a forest
background. Smoke was produced by burning dry branches and
leaves. Fig. 4 (a) was captured in the morning, Fig. 4 (b) in
the middle of the day and Fig. 4 (c) in the evening to simulate
smoke that is produced by a forest fire under different weather
conditions and at different times of day.

The images that were gathered on the spot are inconsistent
with the initial images that were collected in a simulated envi-
ronment, and their quality is not consistent. To facilitate research,
high-definition image standards are unified through screening,
cropping, and standardization to depict the true forest envi-
ronment. To label the multioriented data, we utilize LabelImg2
software, and the labels include position coordinates, length,
height, and angle information. LabelImg2 labels the dataset only
in VOC format. After the labelling is completed, the dataset in VOC
format is obtained; therefore, the dataset must also be converted
to the YOLO format. Fig. 5 depicts the steps for converting the
dataset.

3.2. YOLOv5 backbone

YOLOv3 employs Darknet53 as its backbone and a feature
pyramid network to fuse image features; hence, it is a classic
target detection network. YOLOv5 adheres to the core struc-
ture of YOLOv3 and divides the complete network structure into
four parts: input, backbone, neck, and prediction. In contrast to
YOLOv3, YOLOv5 employs CSPDarknet53 as the backbone, along
with the Focus structure and two kinds of constructed CSP struc-
tures. Prior to passing the image to the backbone, the Focus

structure executes a slicing operation on it and obtains a value for
every other pixel in the image, similar to adjacent downsampling,
to produce four images that have not lost any information at
this time. As a result, the original image’s W and H information
is concentrated in the channel space, and the input channel is
expanded by four times, thereby resulting in a spliced image
with 12 channels as opposed to the original RGB three-channel
mode. Finally, the image that is obtained by the focus slice is
subjected to the convolution operation, which yields a double
downsampled feature map with complete information. The back-
bone network employs the CSP1_X structure, whereas the neck
network employs the CSP2_X structure. The distinction between
the two is that CSP1_X employs a residual component, and the
residual connection of the residual component facilitates the
reuse of extracted feature information, which renders it suitable
for the backbone. CSP2_X makes use of the CBL module, which
is made up of three parts: a convolutional layer, a batch pro-
cessing layer, and a LeakyReLU activation function that facilitates
feature map fusion. Smoke has irregular diffusion features, and
its pixel-based features are not visible. It is easy to lose critical
information when employing a single-channel neural network to
extract features, which decreases the detection effect. YOLOv5’s
CSPDarknet53 solves the problem of severe gradient degradation
via residual connection and has produced good results in the field
of common target detection.

Actual forest fire monitoring tasks require high-performance
real-time monitoring methods. Furthermore, smoke has strong
transparency properties, which distinguishes it from ordinary
objects, and most neural networks do not take transparency
into account. Through the slicing operation, the Focus module
of YOLOv5 converts the RGB three-channel mode to the twelve-
channel mode, which not only boosts the speed but also helps
extract the high-transparency features of the smoke. To take into
account the real-time and high-transparency properties of smoke,
this paper uses YOLOv5 as the basic network. YOLOv5 offers
advantages in forest fire smoke detection tasks; however, the
properties of smoke and typical objects are significantly different.
By designing according to the features of smoke, it is possible to
considerably enhance the model’s detection rate. As a result, we
propose the MVMNet target detection method, which improves
upon YOLOv5.

3.3. Multioriented detection based on the value conversion-attention
mechanism module and mixed-NMS (MVMNet)

MVMNet is upgraded on the basis of YOLOv5, and the network
structure changes are illustrated in Fig. 6.

YOLOv5’s feature extraction network is composed of the Focus,
CBL, SPP, and CSP1_X modules. This paper builds on YOLOv5
by replacing the SPP module with the Soft-SPP module and
adding the VAM module. This paper improves the IoU calcula-
tion method, the loss function calculation method, and the NMS
strategy, in addition to the network structure. Additional details
are provided in the following chapters.
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Fig. 3. Examples of the experimental data where the images show (a) long-range smoke, (b) medium-range smoke, (c) close-range smoke and (d) no smoke.

Fig. 4. Simulated forest fire scenes that were captured in the field.

Fig. 5. Dataset format conversion steps.
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Fig. 6. Structures of MVMNet and YOLOv5.

3.3.1. Multioriented detection

a) Anchor box regression and the loss function
During the training process, each anchor box is described by

a five-parameter representation. To accommodate the properties
of smoke in multiorientation detection, a regression approach is
used to determine the location of each multiorientation anchor
box. The regression is calculated as follows [36]:

tx = (x − xa)/ϖa, ty = (y − ya)/ha (1)

tw = log(ϖ/ϖa), th = log(h/ha), tθ = θ − θa (2)

t ′x = (x′
− xa)/ϖa, t ′y = (y′

− ya)/ha (3)

t ′w = log(ϖ ′/ϖa), t ′h = log(h′/ha), t ′θ = θ ′
− θa (4)

The variables x, y, w, h, θ represent the horizontal position,
vertical position, width, height and angle of the detection box,
respectively, respectively, and the variables x, xa, x′ represent the
ground-truth box, anchor box and predicted box, respectively
(likewise for y, w, h, θ ).

A loss function is employed during the model training phase.
For backpropagation, we combine the regression loss function,
the VAM loss function, and the angle loss function. The total loss
function that we establish is presented as formula (5):

L =
λ1

N

N∑
n=1

t ′n
∑

i∈{x,y,w,h,θ}

| − lg(IoU)|Lreg (v′

ni, vni)
|Lreg (v′

ni, vni)|

+
λ2

h ∗ w

h∑
i

w∑
j

LVAM (u′

ij, uij) (5)

Here, λ1, λ2, and λ3 are the hyperparameters; N is the number of
candidate frames; and t ′n is a binary value that indicates whether a
pixel point is covered by a candidate frame (coverage is indicated
by 1 and noncoverage by 0). Lreg (v′

ni,vni)
|Lreg (v′

ni,vni)|
determines the direction

of the gradient propagation, and IoU is the intersection ratio of
the prediction box and the ground truth. h is the height of the
candidate frame, w is the width of the candidate frame, and
LVAM (u′

ij, uij) is the loss function of the VAM.

(a) PolyIoU for a multioriented anchor box
The direction of smoke fluttering in its natural condition is

related to air thermal convection, which has the characteristics
of upward fluttering and irregular shifting. Fig. 7 depicts smoke
with multiple orientations.

We aim to determine the direction of the smoke as accurately
as possible to facilitate the determination of the fire location,
which will help prevent as much damage as possible from the
forest fire. In addition, we choose a suitable anchor box repre-
sentation to reduce the amount of redundant information that is
provided to the network during training, thereby reducing the
number of learning options that are available to the network,
facilitating the constraint of the network’s training direction,
and reducing the convergence time of the network. We use a
five-parameter long-edge representation (x, y, w, h, θ ) to repre-
sent the multioriented anchor box θ , where x denotes the angle
through which the longest edge is encountered under clockwise
rotation in the axial direction and θ ∈ [0, π ). The traditional
IoU calculation method for multioriented anchor boxes uses axis-
aligned bounding boxes to calculate the IoU; however, the IoU
calculation on axis-aligned bounding boxes may lead to an in-
accurate IoU for multioriented detection and further corrupt the
final prediction.

To accurately calculate the intersection ratio of a multioriented
anchor box, we use the PolyIoU calculation, in which the angles
are considered. First, the intersection points that are formed
by the edges of two rectangular boxes are identified with the
vertices of a rectangular box that is contained within another
rectangular box. From this, the problem is transformed into a
problem of finding the area of the polygon that these vertices
surround. The polygon area problem can be solved using the fork
product between two of the vertices. The right-hand rule is used
to determine the positive and negative aspects of the area and
to determine whether the calculated area is positive or negative.
The calculation of PolyIoU for the three crossover methods is
illustrated in Fig. 8.

The intersecting area of the rectangular boxes is calculated
using formula (6).

SInter sec tion =

n−1∑
i=0

(x[i] ∗ y[(i + 1)%n] − y[i] ∗ x[(i + 1)%n]) (6)

Next, we determine the union area employing the tolerance re-
pulsion theorem, which yields Formula (7).

SUnion = S1 + S2 − SInter sec tion (7)

Finally, the PolyIoU calculation method directly calculates the
intersection ratio between two anchor boxes, where the inter-
section area of the two inclined boxes is the numerator and the

6
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Fig. 7. Smoke in three directions.

Fig. 8. PolyIoU calculation: The white part is the intersection of two rectangular boxes, which is divided into several triangles with a blue dotted line. Then, the
areas of the triangles are calculated separately and added together to obtain the total area of the intersection.

merged area is the denominator, as expressed in Formula (8).

IoU =
SInter sec tion

SUnion
(8)

When the ground truth is horizontal, an inaccurate prediction
is obtained. For this reason, we move each point forwards or
backwards by one bit, calculate the losses of the three methods
when moving forwards and moving backwards, and select the
smallest of these values as the result. This calculation, which is
expressed by the position loss function, is presented in Formula
(9).

l8pmr = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

3∑
i=0

(⏐⏐x(i+3)%4 − xi∗
⏐⏐ +

⏐⏐y(i+3)%4 − yi∗
⏐⏐)

3∑
i=0

(⏐⏐xi − xi∗
⏐⏐ +

⏐⏐yi − yi∗
⏐⏐)

3∑
i=0

(⏐⏐x(i+1)%4 − xi∗
⏐⏐ +

⏐⏐y(i+1)%4 − yi∗
⏐⏐)

(9)

3.3.2. Softpool-spatial pyramid pooling (Soft-SPP)
The images in the smoke dataset are of different sizes, but the

input images need to be of the same fixed size for the network
training. In previous object detection methods, random cropping
or warping was often used. Random cropping solves the prob-
lem of varying input image sizes, but when the cropped region
is repeated, the weight of the repeated region is inadvertently
increased. Object distortion and image distortion can occur. To
address these issues, YOLOv5 employs spatial pyramid pooling
(SPP) [37] at the end of the feature extraction network. Three
parallel MaxPool operations are used in this structure. However,
the introduction of these MaxPool operations results in a signif-
icant loss of feature map information. It is critical to preserve
as much feature map information as feasible in a single-target
detection problem, such as forest fire smoke detection. Therefore,
this paper designs Softpool-spatial pyramid pooling (Soft-SPP),
which is a module that replaces all MaxPool operations in SPP
with SoftPool operations [38]. This has the advantage of retaining
as much feature map information as possible and performs better
in single-category object detection. SoftPool is a fast and efficient
exponential weighting method, and compared with other pool-
ing methods, SoftPool retains more information in downsampled

activation mapping and operates at a finer scale. This facilitates
the solution of single-category object detection problems such as
smoke detection. The SoftPool steps are illustrated in Fig. 9.

P1, P2, P3, P4 form an area of size 2*2 in the original figure. First,
we use Formula (10) to convert P1, P2, P3, and P4 in Area1 into
four areas in Area2. Then, the four areas in Area1 and Area2 are
multiplied separately and added to the results that are obtained
by multiplying them together to obtain the final result.

ePi∑4
j=1 e

Pj
(i = 1, 2, 3, 4) (10)

On ImageNet, for a range of popular CNN architectures, replacing
the original pooling operation with SoftPool resulted in 1%–2%
improvements in consistency and accuracy, thereby demonstrat-
ing that significant results can be obtained by replacing other
pooling operations with SoftPool [37]. In addition, SoftPool has
fewer parameters and realizes better convergence in the first
few training rounds than downsampling using convolution. The
SoftPool operation is expressed as follows:

a =

∑
i∈R

eai ∗ ai∑
j∈R e

aj
(11)

In each grid of the feature map, we respond to each convolution
using SoftPool. The number of grids is set to M, the number of
filters for the previous convolution layer is k, and the output
of the spatial pyramid pooling is a k*M-dimensional vector. The
fixed-dimensional vector is the input to the fully connected layer.
The Soft-SPP module is illustrated in Fig. 10.

3.3.3. Value conversion-attention mechanism module (VAM)
Smoke diffusion is irregular, and the forest environment is

complicated and changing, which results in inconspicuous pixel-
based features. YOLOv5 uses only CSP-Darknet as the feature
extraction network for the backbone network, which makes it
difficult to adequately take into account the textural features of
smoke. Textural features are used to describe the spatial distribu-
tion in combination with the object colours and have advantages
in terms of stability. To enhance the extraction performance of
the texture feature extraction network, we propose an atten-
tion mechanism value conversion-attention mechanism module
(VAM) method that is based on a joint weight allocation strategy
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Fig. 9. SoftPool exponential weighting process.

Fig. 10. Soft-SPP module.

for the horizontal and vertical directions. It targets the colour,
texture and specificity of the smoke for feature extraction. The
first part is an attention mechanism that generates weighted
features in the horizontal and vertical directions. The second part
sums the two types of weights and further expands the weight
coefficients. The third part matches the weighting features, con-
siders the two types of weighting features, and selects the larger
weighting features to determine the larger weighting coefficients.
Then, these are used to complement the weighting coefficient
results of the second part and to direct the focus onto objects in
the image with colours and textures that are similar to those of
smoke.

In smoke feature processing using VAM, first, we use principal
component analysis (PCA) for dimensionality reduction to obtain
low-dimensional image features. For each image, we obtain im-
age features for each row of pixels and image features for each
column of pixels, thereby reducing the computational cost. Then,
the features that are obtained by dimensionality reduction are
fed into the VAM to obtain more representative deeper features
and relationships between features. The VAM algorithm flow is
illustrated in Fig. 11.

Fig. 11. VAM algorithm flow.

Three strategies are used in the VAM to amplify the differences
in the weight coefficients of the features. They are described
below.

(a) Horizontal and vertical distribution strategy
We assign horizontal weight coefficients to each row of fea-

tures by using the horizontal attention mechanism and assign
vertical weight coefficients to each column of features by using
the vertical attention mechanism.

ci =

n∑
j=1

exp(ei,j)∑n
k=1 exp (eik)

hj (12)

(b) Weighted coefficient additive strategy
We sum the two types of weighting features to further extend

the weighting factors.

add = (cI + cII ) (13)
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Fig. 12. Concatenation and merging process.

(c) Weight allocation strategy
To use the maximum value as the main factor and to take

into account the other features, the strategy is matched with two
types of weighting features, which are used to complement the
results of the weighting addition strategy in the second step.

distribution = α∗ max(cI , cII ) + β∗ min(cI , cII ) (14)

In the experiments in Section 4.2.2, we confirm that the optimal
values of the weight assignment parameters are α = 0.8 and
β = 0.2.

The three strategies in this method are combined in the fol-
lowing formula, and the concatenation procedure is illustrated in
Fig. 12.

VAM = concatenate([cI , cII , add, distribution]) (15)

In the above formula, eij represents the weight coefficients of
the attention mechanism, i represents the temporal features, j
represents the sequence features, hj represents the hidden-layer
information of the feature sequence, cI represents the vertical
attention mechanism feature sequence (cI = {c1, c2 . . . ci−1, ci}),
and (cII = {c1, c2 . . . ci−1, ci}) represents the horizontal attention
mechanism feature sequence. add represents the additive weight-
ing factor. max represents the maximum value operation. min
represents the minimum value operation. distribution represents
the weight assignment strategy. The VAM weight assignment
procedure is illustrated in Fig. 13.

3.3.4. Mixed-NMS algorithm for processing candidate frames
Nonmaximum suppression (NMS) is extensively employed in

the prediction stage of target detection based on deep learning
models to overcome the problem of multiple repeating detection
boxes around the object. The forest environment is complex, with
small changes in smoke pixel values early in smoke generation
and when the smoke is far away. Using a single threshold for
smoke detection can easily lead to an increase in missed reports,
thereby making it difficult to overcome the impact of complex
background environments on smoke detection. The variable for-
est environment also makes it difficult to predict the shape and
size of the smoke that is produced, along with the distribution
and density of the smoke. As the main strategy, YOLOv5 uses IoU
values in NMS to select prediction boxes and uses a weighted
NMS approach. However, for smoke, it is difficult to choose a suit-
able threshold because real smoke targets vary in shape, thereby
resulting in a range of confidence levels for detection. The use of a
low NMS threshold may lead to overfiltering of candidate frames,
thereby resulting in a decrease in mAP. The reason for this is that
there may be a detection box bi that is very close to the real target
but has a confidence level that is slightly below M; this closer
target box would be incorrectly filtered out. Additionally, the use
of a high NMS threshold may also introduce false detections. In
this case, repeated false smoke detections would occur in large
numbers. This is because high thresholds enable different features
of the same cloud of smoke to be detected repeatedly as multiple
objects.

In addition, the method for object detection of smoke using a
multioriented anchor box approach that is described above has
an added angle parameter, but this angle needs to be considered
in the NMS phase. In multioriented object detection, the IoU is
substantially affected when the angle of the two objects changes.
Weighted NMS of YOLOv5 is not suitable for multiorientation
detection in forest fire smoke scenarios. As illustrated in Fig. 14,
the IoU for two preselected boxes is significantly smaller when
the boxes are oriented at larger angles than at smaller angles.

Inaccurate calculation of the IoU can lead to missed or false
smoke detections. When missed detections occur, people are not
informed of fires in time, thereby leading to uncontrollable fires.
When false detections occur, a heavy toll is placed on the fire-
fighting system. To obtain excellent forest fire detection results
and reduce the occurrence of missed and false detections, this
paper proposes Mixed-NMS by combining the Skew-NMS [36]
and DIoU-NMS [39] methods.

Skew-NMS considers angle information based on NMS. If there
are candidate frames with IoUs of greater than 0.7, the largest
candidate frame is retained; if all candidate frames are located in
[0.3, 0.7], the smallest candidate frame with an angle of less than
30◦ is retained.

The DIoU is calculated based on the traditional IoU such that
if the centroid of an adjacent box is closer to the centroid of
the current maximum scoring Box M, it is more likely to be a
redundant box. The calculation formula is as follows:

DIoU = IoU −
d2

c2
(16)

where d is the distance between the centres of the two a priori
boxes and c is the distance between the furthest vertices of the
two a priori boxes, as illustrated in Fig. 15.

Mixed-NMS combines the DIoU with the Skew-NMS method
and uses two different thresholds for the interval division, with
the angle as the parameter that should be considered. Mixed-NMS
sorts the preselected boxes in descending order according to the
confidence level, sets two thresholds, and uses different penalty
operations for different DIoU intervals. If the DIoU is less than 0.3,
no penalty operation is applied; if the DIoU is in [0.3, 0.7], then
the preselected box with the highest confidence level is retained
if the angle is less than π

6 ; and if the DIoU is greater than 0.7, then
the preselected box with the lowest confidence level is filtered
out directly.

4. Results and analysis

This section is separated into subsections to (1) describe the
experimental environment and settings, including the hardware
and software environment, and hyperparameter settings; (2)
evaluate the effectiveness and identify the critical parameters
of each MVMNet module; (3) demonstrate the efficacy of the
new method proposed in this paper via ablation experiments on
MVMNet; (4) compare MVMNet to other methods and demon-
strate that MVMNet outperforms other methods in forest fire
smoke monitoring tasks; and (5) describe tests in real-world
application scenarios. According to the test results, MVMnet over-
comes the challenges of inclined smoke, misdetection of objects
that are similar to smoke, and smoke that is too far away from
the camera.

4.1. Experimental environment and settings

All of the tests in this work are carried out on the same
hardware and software platform. The environmental parameters
are listed in Table 1.

We create and publish a useable forest fire smoke dataset. To
avoid aspect ratio mismatch and ensure a satisfactory learning
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Fig. 13. Weight allocation strategy.

Fig. 14. Effect of angle on the IoU.

Fig. 15. Meanings of d and c in the DIoU.

effect, we chop all the images in the dataset into images with
height equal to width. During training, the model resizes the
input images to 512 * 512. The Gaussian distribution is used to
initialize each layer of the model. Next, we set the batch size
to 1, momentum to 0.8, initial learning rate to 0.005, decay to
0.0005, and length of each training to 150 epochs, taking into
consideration the GPU memory size and the time consumption of
the experiment. Table 2 contains the settings and hyperparame-
ters. In the experiment, we use a 7:2:1 ratio to divide the 15909
images from the forest fire multioriented detection dataset into a
training set, a validation set, and a test set.

4.2. Module effectiveness analysis

The parameters and functions of each module that we built
are examined in detail in this section, and the optimal pool-
ing method in the SPP module is detailed in Section 4.2.1. The
weight distribution coefficient of VAM is determined in 4.2.2.
Experiments in 4.2.3 demonstrate that PolyIOU is better suited
for multioriented detection than axis-alignment IOU. In 4.2.4, the
performance of YOLOv5 is evaluated when greedy-NMS, DIoU-
NMS, Skew-NMS, and Mixed-NMS are employed, and it is con-
cluded that Mixed-NMS is the best NMS method for multioriented
detection.

10
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Fig. 16. Correspondence between mAP50 and the weight assignment factor.

Table 1
Hardware and software parameters.

Hardware
environment

CPU AMD Ryzen 7 5800H with
Radeon Graphics

RAM 16 GB

Video memory 16 GB

GPU NVIDIA GeForce RTX 3060
Laptop GPU

Software
environment

OS Windows 10

CUDA Toolkit V11.1;
CUDNN V8.0.4;
Python 3.8.8;
torch 1.8.1; torchvision 0.9.1

4.2.1. Effectiveness of Soft-SPP
To assess the efficacy of SoftPool for Soft-SPP and determine

the appropriate pooling method for retaining smoke features, we
employ average pooling, median pooling, average + maximum
pooling, and SoftPool to boost the SPP in YOLOv5. Table 3 displays
the experimental results:

The experimental results demonstrate that compared to the
original SPP of YOLOv5, employing average and median pooling
rather than maximum pooling results in a minor loss in accu-
racy. It can be demonstrated that simply replacing the maximum
pooling layer does not enhance the accuracy. In contrast, the
average + maximum pooling combination method can boost the
mAP50 by 0.25%, which does not considerably improve the smoke
detection accuracy. Using SoftPool instead of MaxPool’s Soft-SPP
can considerably increase the model’s detection accuracy, which
improves to the accuracy of forest fire monitoring.

4.2.2. Effectiveness of VAM
In the weight assignment strategy of Section 3.3.3, the values

of α and β affect the performance of VAM in relation to the
weight assignment of c1 and c2. For convenience, we specify that

α + β = 1. (17)

A comparison experiment is carried out. The interval between
values is set to α = 0.05, and the values of β are always related
to the values of α.

To identify the optimal values of α and β , we modify the
weight assignment coefficients of VAM in MVMNet for testing.
The experimental results are shown in Fig. 16.

The optimal values are α = 0.8 and β = 0.2. When the
value of α is too large, the weight of the minimum value is
neglected, thereby resulting in the image features at locations
with smaller values being ignored and the extraction of image
features losing its global nature. When the value of α is too small,
excessive consideration of the global features makes the attention
mechanism unable to focus sufficiently on important information,
thereby affecting the performance of VAM.

We introduce the SE Attention and CBAM Attention mod-
ules to the backbone end of YOLOv5 for comparative tests to
investigate the efficiency of VAM. Table 4 displays the test results.

The attention mechanism module improves the detection ac-
curacy after the addition of SE Attention and CBAM Attention
after the CSP_2 block at the conclusion of the backbone. However,
the improvement effect is subtle, and the addition of the attention
mechanism module increase the number of parameters. When
VAM is applied, the accuracy improves dramatically, and it results
in approximately the same increase in the number of parameters
as SE Attention and CBAM Attention. As a result, we select VAM
to enhance MVMNet’s feature extraction capability.

4.2.3. Effectiveness of PolyIoU
We add a multioriented anchor box to the traditional YOLOv5

and utilize the two distinct IoU calculation methods to demon-
strate the advantages of the PolyIoU calculation method over the
traditional axis-aligned IoU calculation method for calculating the
IoU. Fig. 17 presents the experimental results.

The axis-aligned IoU calculation method has evident flaws, and
the target detection of the multioriented anchor box differs from
that of the horizontal box. If the original method is still used
when utilizing a multioriented anchor box, the mAP will decrease
substantially. As a result, the original calculation approach should
be abandoned in favour of the PolyIoU method, which increases
the accuracy by 1.23% while employing the multioriented anchor
box.

4.2.4. Effectiveness of Mixed-NMS
Typically, conventional YOLOv5 methods use greedy NMS as a

nonextreme value suppression method. In this paper, we propose
Mixed-NMS, which mixes DIoU-NMS and Skew-NMS. We perform
comparative experiments on models that incorporate only mul-
tioriented anchor box and PolyIoU methods for the traditional
YOLOv5, and the experimental results are shown in Fig. 18.

The experimental results show that Skew-NMS improves the
mAP50 by 1.63% and DIoU-NMS improves the mAP50 by 1.21%
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Table 2
Experimental settings.
Size of input images Batch_size Momentum Initial learning rate Decay Iterations

512 × 512 1 0.8 0.005 0.0005 150 epochs

Table 3
Performance of SoftPool for Soft-SPP.
Method mAP50 (%) mAP75 (%) AR FPS Params FLOPs

SPP 77.12 69.25 41.52 156 22.0 M 51B
Avg-SPP 76.98 69.11 41.34 150 22.1 M 51B
Med-SPP 76.81 68.97 41.21 155 22.0 M 51B
Avg+Max-SPP 77.37 69.51 41.79 148 22.3 M 52B
Soft-SPP 79.98 70.93 43.86 146 22.4 M 53B

Table 4
Performance of VAM.
Method mAP50 (%) mAP75 (%) AR FPS Params FLOPs

No improvement 77.12 69.25 41.52 156 22.0 M 51B
SE Attention 79.28 71.79 43.16 139 22.5 M 55B
CBAM Attention 79.69 72.14 43.88 132 22.7 M 57B
VAM 84.39 76.12 47.63 134 22.7 M 56B

Fig. 17. mAP50 results of three methods.

Fig. 18. mAP50 results of four NMS methods.

compared to the greedy-NMS method. Mixing the two nonmax-
imum suppression methods and setting a reasonable threshold
constitute the most beneficial approach for maintaining model
accuracy, which improves the mAP50 by 2.77% compared to the
greedy NMS. Although the addition of these two NMS methods

would theoretically reduce the prediction speed, in practice, the
prediction phase only accounts for a small fraction of the time
consumption and has little impact on the prediction speed of
the model in actual deployment. Therefore, this paper uses a
combination of these two nonmaximum suppression methods for
smoke detection.

4.3. Ablation experiments

To evaluate the performance of the method that is proposed in
this paper, we perform MVMNet ablation experiments and deploy
various MVMNet variants. We remove either Soft-SPP, VAM, or
Mix-NMS from each implementation. To facilitate comparison, we
add angle parameters to each set of tests and use the PolyIoU
calculation method. Table 5 presents the experimental results.
The following observations are made:

Based on MVMNet, we apply the control variable approach to
erase VAM, Soft-SPP, and Mixed-NMS one at a time and replace
them with SPP and NMS (the two modules are included in the
YOLOv5 method). Finally, YOLOv5 is compared to multioriented
detection-YOLOv5.

• Comparative experiments between the eighth and ninth
groups reveal that using an angled detection box can mod-
estly improve mAP, which is more noticeable on the easy-to-
detect smoke dataset than on the difficult-to-detect smoke
dataset. Simultaneously, the FPS is reduced by 2 due to the
insertion of the angle parameter.

• Comparison of the seventh and eighth groups reveals that
the Mixed-NMS method can raise the smoke detection index
mAP while decreasing the FPS by 5.

• Comparison between the sixth and eighth groups demon-
strates that Soft-SPP can successfully improve mAP while
reducing the speed and number of parameters.

• Comparison between the fifth and eighth groups demon-
strates that VAM can significantly boost mAP but is also the
primary cause of an increased number of MVMNet param-
eters and decreased FPS. The VAM module may ensure that
all smoke feature information is extracted completely.

The results of nine groups of experiments thoroughly demon-
strate the contributions of VAM, Soft-SPP, and Mixed-NMS to mAP
improvement. MVMNet is more suitable for forest fire smoke
target detection than YOLOv5.

We examine the detection results of MVMNet with VAM re-
moved, SPP replacing Soft-SPP, and NMS replacing Mixed-NMS
to analyse the performance of the method that is proposed in
this paper. The detection box, category, and confidence are all
displayed on the detection result graph, as illustrated in Table 6.

As shown in Table 6, the smoke concentration in Fig. a and
Fig. b is small, and YOLOv5 is unable to detect this smoke, while
MVMNet is able to detect it successfully. If SPP is used to replace
Soft-SPP in MVMNet, the accuracy of the results is reduced. If
VAM is removed, the smoke features are difficult to extract. If
conventional NMS is used instead of Mixed-NMS, the smaller
cloud of smoke in Fig. b is missed, thereby demonstrating that
Mixed-NMS can reduce missed detections. In Fig. d, the smoke
is tilted, the YOLOv5 detection using the horizontal box does not
match as well as that of MVMNet, and in both cases, the detection
loses its match when Soft-SPP in MVMNet is replaced by SPP
and VAM is removed. The absence of Mixed-NMS has no effect.
The colour and morphology of the clouds in the sky in Fig. e are
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Table 5
Ablation experiment results.
Number Method mAP50 (%) mAP75 (%) AR (%) FPS Param FLOPs

1 VAM+Soft-SPP+Mixed-NMS(MVMNet) 88.05 80.75 48.91 122 23.1M 59B
2 VAM+Soft-SPP+NMS 87.01 80.17 48.32 126 23.1M 58B
3 VAM+SPP+Mixed-NMS 86.38 79.91 48.01 132 22.7M 57B
4 Soft-SPP+Mixed-NMS 82.94 74.63 48.85 143 22.4M 54B
5 VAM+SPP+NMS 84.39 76.12 47.63 134 22.7M 56B
6 Soft-SPP+NMS 79.98 70.93 43.86 146 22.4M 53B
7 SPP+Mixed-NMS 81.13 71.05 43.27 149 22.1M 52B
8 SPP+NMS(multioriented detection-YOLOv5) 78.35 69.37 41.76 154 22.1M 51B
9 YOLOv5 77.12 69.25 41.52 156 22.0M 51B

Table 6
Visual comparison of the test results.

very similar to those of smoke, and the YOLOv5 model misdetects
these clouds as smoke, whereas MVMNet does not cause mis-
detection. This misdetection also occurs when VAM is removed.
Thus, the important role of VAM in the feature extraction session
is demonstrated.

4.4. Comparison of MVMNet with other methods

We compare the performance of MVMNet with those of other
target detection networks in Section 4.4.1 and demonstrate that
it outperforms other models in forest fire smoke monitoring
tasks. Then, in Section 4.4.2, we apply MVMNet in a complex
context and demonstrate that MVMNet can fulfil difficult forest
fire smoke monitoring tasks.

4.4.1. Comparison of the MVMNet method with other target detec-
tion networks

To further analyse the performance of MVMNet, we compare
it with RCNN, SPPNet, Fast RCNN, Faster RCNN, OverFeat, YOLO,
YOLOv2, YOLOv3, YOLOv4, YOLOv5, and SSD in smoke object
detection. RCNN extracts category-independent values from the
input smoke image candidate regions, and for each region, a
fixed-length feature vector is extracted using CNN, and the ex-
traction is uniformly transformed to a fixed size of 227*227,
regardless of the size and shape of the candidate regions. To
remove the constraint of fixed image size, SPPNet [65] introduces
a spatial pyramid pooling layer. After the last convolutional layer,
the SPP layer is inserted. To avoid distortion of the smoke image
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Table 7
MVMNet versus other models on the forest fire multioriented detection dataset test-dev. MVMNet outperforms all one-stage detectors
and achieves results that are competitive with those of two-stage detectors.
Method Backbone AP AP50 AP75 AR FPS

Two-stage detectors
DeNet ResNet-101 61.52 70.38 65.12 36.49 –
CoupleNet ResNet-101 63.27 72.63 66.59 37.11 –
Fast RCNN ResNet-101 65.05 74.69 67.10 38.89 –
Faster R-CNN by G-RMI Inception-ResNet-v2 66.52 76.26 68.99 39.76 –
Faster R-CNN+++ ResNet-101 67.68 77.49 69.23 40.19 –
Faster R-CNN w/FPN ResNet-101 68.24 81.13 70.75 40.73 –
Faster R-CNN w/TDM Inception-ResNet-v2 68.80 78.87 71.06 42.27 –
D-FCN Aligned-Inception-Resnet 69.54 80.06 72.33 43.43 –
Regionlets ResNet-101 70.87 81.49 74.05 44.64 –
Mask R-CNN ResNet-101 72.31 82.14 75.21 45.29 –
LH R-CNN ResNet-101 74.62 84.12 77.13 46.29 –
Cascade R-CNN ResNet-101 75.54 85.96 78.86 47.16 –
D-RFCN + SNIP DPN-98 77.22 87.31 80.82 48.01 –

One-stage detectors
YOLO GoogLeNet 46.11 54.10 48.63 33.02 44
YOLOv2 DarkNet-19 59.01 69.95 61.79 37.41 67
YOLOv3 DarkNet-53 65.97 77.25 69.63 41.73 32
YOLOv4 CSP-Darknet53 77.36 86.62 79.02 47.94 35
YOLOv5 CSP-Darknet53 66.02 77.12 69.25 41.52 156
DSOD300 DS/64-192-48–1 62.95 74.20 65.14 38.85 26
GRP-DSOD320 DS/64-192-48–1 63.72 75.03 68.86 39.38 18
SSD513 ResNet-101 59.63 70.57 62.14 37.58 89
DSSD513 ResNet-101 61.89 73.01 64.76 38.16 52
RefineDet512(single scale) ResNet-101 64.52 77.81 67.31 39.86 81
RetinalNet800 ResNet-101 68.72 78.35 70.19 42.08 68
RefineDet512(multi scale) ResNet-101 70.25 80.96 73.29 43.97 67
YOLOX [40] CSP-Darknet53 69.17 82.71 73.46 42.68 25
FireNet [41] – 77.15 87.23 80.34 48.48 23
DCNN [42] – 77.64 87.64 80.40 48.60 30
DeepSmoke [43] EfficientNet 78.16 87.31 80.80 48.93 33

Two-stage detectors (multioriented detection method)
SCRDet [44] SF-Net+MDA-Net 70.19 80.36 73.02 43.10 –
R2CNN [45] ResNet-101 58.17 – – – –
GLSNet [46] ResNet-101 70.81 – – – –
FADet [47] ResNet-152 71.31 – – – –
SARD [48] ResNet-152 71.64 – – – –
FFA [49] ResNet-101 73.79 – – – –
APE [50] ResNext-101 73.81 – – – –
F3Net [51] ResNet-152 74.26 – – – –
CSL [52] ResNet-152 74.73 – – – –
MRDet [53] ResNet-101 74.99 – – – –
SCRDet++ [54] ResNet-101 75.12 – – – –
FR-EST [55] ResNet-101-DCN 77.15 – – – –

One-stage detectors (multioriented detection method)
TOSO [56] ResNet-101 57.72 67.48 60.94 37.13 53
A2SDet [57] ResNet-101 67.85 77.16 71.01 44.18 49
DRN [58] H-104 70.99 80.08 74.32 46.02 61
R4Det [59] ResNet-152 74.48 83.59 78.26 47.39 88
R3Det [60] ResNet-152 72.14 81.19 75.78 46.86 106
PolarDet [61] ResNet-101 74.26 83.95 77.15 47.26 68
RDD [62] ResNet-101 76.19 86.02 79.39 48.11 79
S2A-Net [63] ResNet-101 77.69 87.08 79.92 48.26 46
GWD [64] ResNet-152 78.15 87.69 80.46 48.82 29

MVMNet CSP-Darknet-53 78.92 88.05 81.15 49.08 122

that is caused by ‘‘flatness" or ‘‘hypertrophy’’ that is induced by
cropping or warping at the beginning, the SPP layer pools the
feature map and generates a fixed-length output. Fast RCNN [66]
convolves the entire smoke image directly, thereby substantially
reducing the number of repetitive calculations. Faster RCNN [67]
combines multiple steps of feature extraction, proposal extrac-
tion, and bounding box regression into one network, thereby
improving the performance of smoke detection. OverFeat [68]
uses multiscale training and moves away from traditional non-
maximal suppression to a cumulative prediction approach. YOLO
uses the whole map as input to the network and regresses the
location and class of the detection box in the output layer, with

varying degrees of improvement in each of its five versions.
SSD [69] uses one CNN network for detection as YOLO does but
with two multiscale feature maps, which enables more granular
smoke features to be extracted. The above methods all use a deep
convolutional neural network model, namely, MVMNet, and their
comparative experimental results on the forest fire multioriented
detection dataset are presented in Table 7.

The results show that the one-stage detectors are faster than
the two-stage target detectors. Compared to the traditional hor-
izontal box single-stage target detector, YOLOv2 and SSD are
substantially faster, but their accuracies are insufficient. The sub-
sequent single-stage target detection model shows improvements
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Table 8
MVMNet and the current popular methods ranked in descending order of AP, AR and FPS. The performance difference of popular
methods relative to MVMnet are specified in parentheses.
Rank AP AR FPS

1 MVMNet (78.92) MVMNet (49.08) YOLv5 156 (+34)
2 DeepSmoke (78.16(−0.66)) DeepSmoke (48.93(−0.15)) MVMNet 122
3 GWD (78.15(−0.67)) GWD (48.82(−0.26)) R3Det (106(−16))
4 S2A-Net (77.69(−1.23)) DCNN (48.6(−0.48)) SSD513 (89(−33))
5 DCNN (77.64(−1.28)) FireNet (48.48(−0.6)) R4Det (88(−34))
6 YOLOv4 (77.36(−1.56)) S2A-Net (48.26(−0.82)) RefineDet512(single scale) (81(−41))
7 D-RFCN + SNIP (77.22(−1.70)) RDD (48.11(−0.97)) RDD (79(−43))
8 FireNet (77.15(−1.77)) D-RFCN + SNIP (48.01(−1.07)) RetinalNet800 (68(−54))
9 FR-EST (77.15(−1.77)) YOLOv4 (47.94(−1.14)) PolarDet (68(−54))
10 RDD (76.19(−2.73)) R4Det (47.39(−1.69)) YOLOv2 (67(−55))

Table 9
Comparison of the degree of variation in classification ability across models.
Rank Method Q statistics Rank Method Q statistics

1 MVMNet 1 6 YOLOv4 0.89177
2 DeepSmoke 0.92762 7 D-RFCN + SNIP 0.88922
3 GWD 0.92237 8 FireNet 0.88764
4 S2A-Net 0.89812 9 FR-EST 0.88764
5 DCNN 0.89513 10 RDD 0.85671

in terms of both accuracy and speed. YOLOv4 has a mAP50 of
86.62% and YOLOv5 has an FPS of 156. In addition, three up-to-
date fire smoke detection methods are compared in the table.
Since some of the more effective smoke monitoring algorithms
employ image classification, we compare target detection using
MVMNet’s head rather than the fully connected layer in the
original study. Our model improves the AP50 by 10.93% compared
to YOLOv5 with little speed reduction and by 1.53% compared to
YOLOv4 with an improvement in the detection speed by more
than three times. MVMNet outperforms most detectors in terms
of accuracy compared to the standard horizontal box two-stage
target detector. MVMNet performs somewhat better overall than
D-RFCN+SNIP, although it performs significantly worse in small
target detection. However, in terms of speed, the two-stage de-
tector falls short. Even in smoke detection for small targets, it
is not as effective as MVMNet. In terms of accuracy, MVMNet
outperforms all of the two-stage detectors in the table compared
to newer multioriented detection algorithms that were developed
in recent years. The single-stage detector MVMNet has a clear
speed benefit. MVMNet outperforms novel single-stage detection
algorithms such as RDD and GWD in terms of speed and accu-
racy. Specifically, the proposed MVMNet relies on the VAM and
Soft-SPP modules to better extract complex and variable smoke
features and fits the smoke morphology with a multioriented de-
tection box. In summary, an accuracy of 88.05% is achieved in the
experiments while maintaining an FPS of 122. Although slightly
inferior in terms of speed compared to YOLOv5, it still meets the
criteria for real-time forest fire smoke detection. Compared to the
other models in the table, MVMNet is the most suitable model
for forest fire smoke detection. We identify the following possible
reasons why our proposed MVMNet model outperforms the other
deep neural network models:

(1) Because our forest fire smoke dataset contains only 15,909
images, which is modest in comparison to large-scale open public
datasets such as COCO and VOC, it puts the model’s feature
extraction capabilities to the test. In addition, large-scale open
public datasets are multiclass and dominated by objects that
are usually common in everyday life, such as people and cars,
while smoke is an object that is usually rare and difficult to
detect. While these traditional deep neural network models are
designed for large-scale common public datasets, MVMNet is a
well-designed structure for forest fire smoke detection research.

(2) VAM focuses on extracting features from smoke texture.
The effect of feature extraction is improved by taking into account
the horizontal and vertical dimensions, and it makes a significant
contribution to the enhancement of mAP.

(3) MVMNet employs a multioriented detection and PolyIoU
calculation method that is more in line with the features of
smoke’s indeterminate direction, which can improve the IoU dur-
ing detection and, as a result, the mAP.

(4) A hybrid nonmaximum suppression method is used to
effectively reduce false detections and missed detections that are
caused by inappropriate threshold settings of traditional nonmax-
imum suppression methods, and the combination of two non-
maximum suppression methods further improves the positioning
accuracy of smoke detection.

To more concisely reflect the advantages of MVMNet over
popular solutions, we rank the top 10 classes of methods in
descending order of AP, AR, and FPS.

According to Table 8, the proposed MVMNet is able to main-
tain TOP-1 AP and AR in the forest fire multioriented detection
dataset. At the same time, it achieves 122 in the metric of FPS,
second only to YOLOv5. Currently, popular high-precision models
usually have extremely high numbers of layers and parameters;
thus, the perform poorly in terms of FPS. Compared to popular
methods, MVMNet shows a speed-accuracy trade-off.

In Table 9, we calculated Q statistics to indicate the difference
between the top 10 AP methods and the MVMNet classification
abilities. In general, the smaller the degree of difference, the
closer the Q statistics is to 1 [70].

Table 9 demonstrates that the Q statistics of DeepSmoke and
GWD are relatively close to one, indicating that they differ from
MVMNet to a smaller amount. However, these two methods
have just 33 FPS and 29 FPS, respectively, whereas the remain-
der of the methods differs significantly from MVMNet. Popular
high precision models typically have extremely high layer and
parametric counts. As a result, it performs poorly in terms of
FPS. MVMNet has a speed-accuracy trade-off when compared to
popular methods.

4.4.2. Visualization experiments of MVMNet under complex back-
grounds

Three representative images from the forest fire multioriented
detection dataset were chosen to exhibit the visualization results
to demonstrate that MVMNet is up to the challenging task of
forest fire smoke detection. The smoke in image a is next to a
cloud, which is also a smoke-like object; the smoke in image
b is very thin and translucent; and the smoke in image c is
photographed against a hazy background. The smoke and the
background are almost the same. In addition, for comparison,
FireNet, DCNN, and DeepSmoke are trained individually. Table 10
displays the results of the comparative experiment.

The table shows that the clouds near the smoke in Figure a
are misidentified as smoke by the FireNet, DCNN, and DeepSmoke
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Table 10
Visual comparison with other fire smoke monitoring methods under complex backgrounds.
Experimental method Detection result

FireNet [41]

DCNN [42]

DeepSmoke [43]

MVMNet
a b c

models but MVMNet identifies the smoke more accurately and
does not misidentify the cloud. FireNet and DCNN miss the thin
and transparent smoke in Figure b. DeepSmoke detects fuzzy
grass as smoke, which could be due to a lack of extraction of
smoke texture features. MVMNet performs fantastically. Because
the background colour is highly similar to the smoke in Figure
c, FireNet, DCNN, and DeepSmoke fail, but MVMNet detects the
smoke appropriately. VAM is extremely likely to have played a
role in the extraction of smoke features.

4.5. Testing of real applications

We replicate a forest fire combustion experiment in Zhuzhou
Forest Farm and test it for 4 months using MVMNet’s forest
fire smoke detection method. We create a wildfire smoke IoT
detection system based on MVMNet by combining MVMNet and
hardware equipment. A smoke data gathering module, a host
computer, and a smoke image processing module are the key
components of the system. The smoke image is captured with a
Hikvision DS-2DYH277IDU high-definition panhead camera, and
one frame of the image is captured as test data every 4 s. Then,
the gathered image data are sent over the network to the server
for image processing and target detection. On the host computer,
the test results can be displayed in real time. Fig. 19 presents a
schematic diagram of the system.

When smoke is detected, our cameras can capture it and sound
an alarm. Fig. 20 shows a comparison of YOLOv5 and MVMNet
on the three recognized smoke categories. For testing on each
category, we select 20 real-life scenes. As shown in the figure,
the recognition accuracies of YOLOv5 and MVMNet are 100% in
category A, 85% and 65% in category B, and 60% and 20% in
category C, respectively.

MVMnet performs admirably in the actual application test
and successfully handles the three scenarios that are depicted
in Fig. 1. The smoke target in Fig. 21.a is modest and at a 45-
degree angle to the ground. Fig. 21.b depicts a situation in which
the smoke area is large but the smoke concentration is low and
the colour is light. Fig. 21.c depicts a case in which the smoke
target is tiny. MVMNet is capable of detecting the smoke in all
the above scenarios. The application results in these real-world
scenarios demonstrate MVMNet’s superior performance in the
task of smoke detection.

5. Discussion

A forest fire multioriented detection dataset for multioriented
detection of fire smoke is produced, which covers a wide range
of smoke features that occur during a fire. The effectiveness of
the proposed MVMNet model for forest fire smoke detection is
verified through the comparison and analysis of several sets of
experiments. In particular, three main problems are well solved
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Fig. 19. Schematic diagram of the IoT wildfire smoke detection system that is based on MVMNet.

Fig. 20. Recognition results of MVMNet and YOLOv5 for three types of smoke.
Class A refers to cases with a medium smoke density and size, Class B refers to
cases with a low smoke density and poor features, and Class C refers to cases
in which the smoke target is small and difficult to find.

by the model, namely, confusion of smoke with clouds and other
smoke-like objects, tilting of smoke, and long distance between
the burning point and the camera.

Many smoke video datasets are already in public use. How-
ever, previous studies in the field of forest fire smoke detection
have not yet made image datasets publicly available. As a result,
the forest fire multioriented detection dataset that we offer can
help support the use of image-based deep learning methods in
ecological environment preservation.

Analysing the incorrectly detected samples provides useful
insights for improving the performance of our proposed network.
The MVMNet model is designed as a perspective vector where θ is
divided into 180 classes, namely, θ ∈ [0◦, 179◦

]. Since the model
is designed as a classification task, we can avoid the boundary
problem that is posed in the regression task. However, in our
dataset, the number of angles that correspond to distinct classes
varies widely, thereby giving rise to an interclass imbalance prob-
lem. As shown in Fig. 22, the interclass imbalance problem can
lead to the dominance of the more numerous categories in the
backpropagation, with the detector tending to predict the more
numerous categories. As a result, the predicted angles will differ
from the true angles.

To address such difficulties, we will consider mitigating this
problem in future work by determining angular information using

a circular smooth label. At the same time, the number of images
in the dataset should be increased as much as possible to ensure
that it is further improved upon and more balanced.

6. Conclusions and outlook

Deep learning-based smoke detection algorithms have become
increasingly popular in the detection of forest fires in recent
years. We proposed an MVMNet for forest fire smoke detection
to improve the accuracy and effectiveness of forest fire smoke
target detection. First, we proposed multioriented detection to
fit the direction of the smoke, followed by VAM to improve the
capacity to extract smoke features. To preserve more informa-
tion, we replaced MaxPool in SPP with SoftPool. Finally, in the
postprocessing stage of YOLOv5 we replaced the original NMS
with Mixed-NMS, thereby solving the problems of misdetection
and missed detection that commonly occur in forest fire smoke
detection and improving the target detection accuracy. More
importantly, MVMNet improves the accuracy and effectiveness of
the YOLO model in the detection of forest fire smoke, and it is
simple to train and utilize. This opens up new avenues for using
deep learning in forest fire prevention and management. In our
experiment, we used a 7:2:1 ratio to divide the 15909 image data
from the forest fire multioriented detection dataset into a training
set, a validation set, and a test set. MVMNet attained a mAP50 of
88.05% and an FPS of 122, thereby outperforming the compared
methods and demonstrating the effectiveness of the model that
we developed.

The experimental results showed that the proposed MVM-
Net object detection method could effectively identify smoke in
the smoke dataset, but in practice, there are still gaps in its
application to forest fire prevention and control.

In the future, as many images in complex environments as
possible should be collected to discover more correlations be-
tween the morphological and detailed features of smoke and its
environment and to combine semantic information in the envi-
ronment with smoke feature information to improve the accuracy
of forest fire smoke recognition. Furthermore, it would be useful
to deploy drones to obtain forest images and create drone models.
The methods that were proposed in this paper can be applied to
forest fire prevention and control to promote rapid and effective
forest fire detection and an organized response to fires.
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Fig. 21. Real applications.

Fig. 22. Angular deviation due to interclass imbalance.
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