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ABSTRACT 

vVe employ density functional theory in a computational study of two energy 

storage systems. 

In the first, we explore the thermodynamic viability of light metal hydrides as 

a high capacity Li-ion battery negative electrode. Given a set of solid-state and gas­

phase reactants, we have determined the phase diagram in the Li-IVIg-B-N-H system 

in the grand canonical ensemble as a function of lithium electrochemical potential. 

vVe present computational results for several new conversion reactions with predicted 

capacities between 2400 and 4000 mAhg-1 that are thermodynamically favorable 

and that do not involve gas evolution. We provide experimental evidence for the 

reaction pathway on delithiation for the compound Li4BN3H10 and compare with our 

theoretical prediction. The maximum volume increase for these materials on lithium 

insertion is significantly smaller than that for Si, whose 400% expansion hinders its 

cyclability. 

In the second study, we attempt to gain understanding of recent experimental 

results of lithium borohydride nanoconfined in highly ordered nanoporous carbon. 

The carbon environment is modeled as a single sheet of graphene, and adsorption 

energies are calculated for nanoparticles of the constituent phases of LiBH4 desorption 

processes (LiBH4 , LiH, lithium and boron). We find good agreement with previous 

studies of a single lithium atom adsorbed onto graphene. We predict that infiltrated 

LiBH4 will decompose such that boron is trapped in carbon vacancies, and that 

the resulting boron doping is required to achieve negative wetting energies for the 

remaining LiBH4 . Desorption enthalpies are found to increase with shrinking cluster 

sizes, suggesting that the observed lowering of desorption temperatures is a kinetic 

effect although interactions with the carbon surface itself are predicted to have an 

overall effect of decreasing the desorption enthalpy . 
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1 INTRODUCTION 

:tvlany technologies responsible for the high standard of life \Ve enjoy in mod­

ern times are dependent on the efficient and accessible storage of portable energy. 

Although more exotic technologies exist and continue being developed such as su­

per capacitors, energy storage today is usually accomplished by the use of batteries 

because of their reliable performance within a wide range of temperature and pres­

sure conditions. Active research also continues in fuel cells with the hopes that their 

theoretically higher energy and power density can be realized at practical operating 

conditions. In both batteries and fuel cells, energy is stored in the chemical bonds 

between atoms in a phase of matter, and is released via electrochemical redox reac­

tions. The difference between a battery and a fuel cell is that batteries are a closed 

system in which the active masses shift between two internal electrodes of differing 

electrochemical potential during charge and discharge, while a fuel cell is an open 

system in which the active masses come from the outside as fuel during charging and 

exit the cell during energy extraction. Rechargeable batteries can be recharged under 

practical conditions simply by applying a reverse bias voltage across the electrodes 

making it energetically favorable for the active components to return to their charged 

state. 

The reactions in a fuel cell, on the other hand, must he manipulated b~· con­

trolling the pressure and temperature conditions to force the system to cross phase 

boundaries, the lines in temperature-pressure phase space that separates the hydrided 

phase from the dehydrided phase. The phase boundaries thus define at \\·hat con­

ditions the desired desorption reactions take place. Low temperature systems that 

are nearing technical maturity exist toda~· that use platinum or platinum a1lo~·s as a 

catalyst for the hydrogen redox reactions. These systems, however. are currentl~' too 

expensive for broad use because of the scarcity of the catalytic elements. Searching 
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for >vays to reduce the necessary amount of catalytic loading continues to be a large 

component of low temperature fuel cell research.[26] Unfortunately, within the realm 

of economically feasible materials, no system has yet been discovered in which the 

redox phase boundary exists at practical temperatures and pressures. 

Hybrid systems are also being investigated such as lithium air batteries, m 

which lithium ions traverse an electrolyte from a standard negative electrode, to a 

chamber in which they react with atmospheric oxygen gas that comes from outside 

the system forming Li20. This design effectively turns the atmosphere into a cathode. 

These systems exhibit capacities 5 to 10 times that of a Li-ion battery bringing them 

in close competition with gasoline, but currently perform inadequately in terms of 

cyclability and power density. [16] 

Because of the obstacles mentioned above for fuel cells and hybrid systems, 

conventional rechargeable batteries accomplish most of the energy storage for portable 

electronic devices despite the theoretically higher energy capacity of fuel cells. Great 

interest continues in engineering improvements in battery systems and in pushing 

fuel cells towards the realm of feasibility. Properties of interest are energy density 

per weight and per volume, reversibility, the number of usable charge cycles, safety, 

cost, practical operating conditions, and energy transfer kinetics that allow for prac­

tical charge times. [82] :rviany quantum mechanics based first-principles methods such 

as quantum chemistry or density functional theory exist that can be used to predict 

some of these properties for hypothetical material systems and their energy transfer 

reactions. One work reported in this dissertation applies these methods to search 

for potentially suitable materials for a negative electrode of a lithium ion battery. 

The study explores thermodynamically optimal materials within a system of lithium, 

boron, magnesium, nitrogen, and hydrogen. Although very important, investigat­

ing the kinetics will be out of scope and will have to remain the subject of further 

experimental or theoretical research. 
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1.1 LITHIUM-ION BATTERIES 

The focus of Section 3 is rechargeable batteries and specifically the lithium-ion 

battery which is currently at the forefront of research and dominates the market for 

powering portable electronic devices. It has mostly displaced nickel cadmium bat­

teries and nickel-metal hydride batteries due to its greater capacity, higher operating 

voltages, lower self-discharge, and easier maintainability.[26] In response to increased 

demand for longer operating times, its energy capacity has been more than doubled 

since it was introduced by Sony in 1991.[82]l'viost commercial lithium-ion batteries in 

use today consist of a graphite anode and a cobalt oxide cathode into \Vhich lithium 

ions freely intercalate in and out during charging and discharging. The most recent 

variant currently in production, however, uses an iron phosphate cathode which is 

attractive because of reduced cost and improved safety. [66] This battery emplo~·s the 

following redox reaction in the anode 

(1.1) 

while the reaction in the cathode can be written 

FeP01 + Li+ + e- B LiFePO-t ( 1.2) 

The active mass in this case is the lithium ion which travels from anode to cathode 

during discharge and back to the anode during charging. Between the two anodes, 

there is a non-aqueous electrol~te material which is conductive for lithium ions but 

not for electrons. [52] The positive lithium ions thus complete the charge path within 

the battery, and when discharging, the electrons close the circuit externally depositing 

the desired energy to the load. Figure 1.1 is a graphic from a review article h~· Taras­

con and Armand[76] that illustrates the process \vell. The two anode and cathode 
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Figure 1.1: Schematic of lithium-ion battery processes taken from a review article by 
Tarascon and Armand. [76] 

reactions can be written together as a single reaction 

The voltage of the battery can be defined as the energy of the total reaction per 

electron. The change of enthalpy for this reaction is equal to the energy that can be 

delivered by the transferred electron over the load which in this case is approximately 

3.3 v. 

l.l.l.Capacity. As the purpose of the work in Section 3 is to research mate-

rials that improve the charge capacity per mass of the anode, the concept of capacity 

llH'rits discnssimt. For the cas<~ of a battery, the total capacity can be expressed as 

<'quntiou 1A[2Gj 

1 
Cr·dl = 1 I I -+-+-Cn C'c CJm 

( 1.4) 

in which Ca and Cc arc the t heor<'tical specific capacities of the anode and cathode, 

and q 111 is the specific mass of t lw non-elect rode corn poncnts w hieh necessarily red uccs 

the ovPrall capacity per wPight. The high end capacities for today's batt Pries arc a 

Ca of 372 mAhg- 1 for carbon anodes and a C: ranging from 1GO to 200 mAhg- 1 
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for the most advanced cathode materials such as FeP04 . vVhile given equation 1.4, 

improvements in cathode capacity would yield more dramatic improvements to overall 

capacity, this has so far proven very difficult[26] and it is for this reason that the 

anode side of the problem is being actively pursued. Assuming a typical Qm of 

130.4, a LiFeP04 battery with a carbon anode has a capacity of about 65.1 mAhg- 1. 

Increasing the anode capacity to 1200 mAhg- 1 ~vields a total capacity of 74.1 mAhg- 1 

after which any increase is negligible. [26] This implies that the theoretical limit to 

which the total capacity can he improved by only increasing anode capacity is about 

14%, but it is important to note that improving anode capacity also allows for more 

dramatic improvements if and when cathode materials are improved. 

1.1.2.1nsertion and Conversion Materials. There are two classes of <.:an­

didate materials for lithium ion battery electrodes. All commonly used electrodes 

today such as the LiC6 anodes and the LiCo02 cathodes are known as insertion or 

intercalation materials. This means that the structure of the host material is not 

altered as it is charged apart from an increase in the lattice parameter and the inser­

tion of lithium ions into interstitial sites. Since charging and discharging causes little 

or no structural change, these materials tend to have excellent reversibility repeated 

over several cycles. It can also lead to very good kinetics assuming that there are 

minimal potential barriers between the lithium sites to allow for eas~· ionic mobil­

ity. The layered structure of LiCo02 is shown below in Figure 1.2 in \Yhich the 2D 

conduction pathways for the lithium ions can clearly be seen. 

Despite their success, however, insertion materials suffer from comparatively 

low gravimetric energy density because of the large relative mass of the host material. 

LiC6 for example has an energy density of 372 mAHg-1 versus 3,600 mAHg- 1 for 



Figure 1.2: Structure of LiCo02 . Figure from Shao-horn et al.[71) 

metallic lithium. [5) Furthermore, many insertion materials react as follows: 
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(1.5) 

(1.6) 

where Af is a metal and X is an anion to which Af is bound. Since the HOST is a 

constant in the reaction, a lithium atom can at best share the anion X with the host 

metal AI inhibiting full reduction. 

In the ca.S(' of the other class of materials, known as conver·sion rnater·ials, the 

host undcrg;o<~s a <·mnplde dHmg;<' of pha.sc in order to accomnwdatc the carriers. 

Conwrsion reactions involving; transit ion metals follow tlw general reaction: 

(1. 7) 

where Z is the oxidation state of the metal. In this case, upon lithiation, the metal 

atoms form IH'Utral metallic nanoparticles which frees the cations to bond with more 

lithium. An example of this is the material Co:30 1, which, upon lithiation converts 



to metal cobalt and lithium oxide per equation 1.8 below. 

(1.8) 

Theoretical capacities are typically three times as high as those of insertion materials 

attracting great interest and warranting further research. Unfortunately, these sys­

tems have some problems including poor capacity retention upon cycling, irreversible 

capacity loss on the first cycle (known as coulombic efficiency) and large polarizations 

(the difference in voltage between charge and discharge implying irreversible energy 

loss upon the change of phase).[4:3] 

The same phenomenon can occur with alkaline earth metals. The ·work of 

Oumellal, Rougier, and N azri have demonstrated the following metal hydride reaction: 

l\fgH2 B Afg + LiH ( 1.9) 

The unlithiated cathode consists of tetragonall\1gH2 , which, upon lithiation converts 

to hexagonal :rvig and LiH. [58] Ou:mellal et al. demonstrated that their 11gH2 electrode 

has a reversible capacity of 1,125 mAHg- 1 , over three times that of today's commercial 

anodes. Furthermore, the polarization was only 0.25 volts as compared ·with the next 

best of conversion materials of 0.4: V for CoP2 . This followed the trend of reduced 

polarizations with reduced iono-covalency of the 1U- X bond.[58] Furthermore, The 

small size of the hydrogen atom suggests it would offer better kinetics for such phase 

changes than its larger cation counterparts. This result suggests there could be great 

value in further research of more metal hydrides as conversion materials. 

Problems still persist, however, for the 11gH2 system in that capacity was only 

retained for 20 cycles. This is assumed to be largely due to the degradation of the ma­

terial during each cycle. Large volume changes that accompan~' the phase transitions 

lead to cracking in the material, degrading its electronic and ionic conductivity. [58] 
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\Vhile these problems seem to make conversion reactions untenable, potential cures 

to these mal effects may lie in nano structuring. For example, conversion materi­

als can be mixed with scaffolding material that is inert to lithium. The scaffolding;, 

such as nano porous carbons or SnO glasses confines the reactants to nano sizes that 

limit the macroscopic cracking and degradation and also provide electronic conduct­

ing pathways. Si-C nanocomposites have shown capacities of up to 1000 mAHg- 1 

for over 100 cycles. [5] \Vith these promising solutions in mind, conversion materials 

remain worthy of study. In Section 3, we evaluate the thermodynamic viability of 

metal hvdrides as conversion materials. 

1.2 FUEL CELLS AND HYDROGEN STORAGE 

A fuel cell, on the other hand, is an open system in which the active masses 

come from the outside as fuel during charging and exits the cell during energy 

extraction. [82] For lmv temperature fuel cells, the carrier is typically hydrogen gfts 

from which significant energy can be extracted as hydrogen reacts exothermically 

with oxygen to form water releasing 235.76 kJ /mol of heat. One obstacle to practical 

fuel cell use is the difficulty of storing the hydrogen fuel in a manner in which it cftn 

be readily extracted when needed. In high temperature fuel cells, hydrogen can be 

reformed from more complex hydrocarbon fuels.[82] This can be an excellent utiliza­

tion of hydrocarbons like natural gas, but limits flexibility in the energy source in the 

sense that it excludes the use of renewable energy sources, or even the conversion of 

power from the existing electric grid to energy in the fuel cell. 

Preferred are hydrogen storage systems that can be loaded directly with hy­

drogen and released at a later time into the fuel cell. For a practical amount of 

energy for vehicular purposes, the hydrogen must be strongly compacted well beyond 

its gaseous density at standard temperature and pressure. One solution has been to 

compress the gas with high pressure tanks. However, using conventional high pressnre 
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tanks with enough energy to give vehicles comparable driving range to their gasoline 

fueled counterparts would require an impractical sixty-gallons of storage using tanks 

rated at 300 bar. Reducing the tank size results in vehicle ranges uncompetitive with 

gasoline. A second solution is to liquefy the hydrogen by keeping the tank below its 

condensation temperature of -241 °C, but this requires heavy and complex accompa­

nying cooling systems.[72] 

At the forefront of current research is the reversible storage of hydrogen \vi thin 

host solids. During storage (or absorption), H2 is first disassociated at the surface into 

individual hydrogen atoms and then dissolved into the solid. In the case of interstitial 

hydrides such as PdH0 .6 ; hydrogen atoms initially flow through the host much like 

a gas. As hydrogen pressure is increased, and along with it the density of hydrogen 

atoms in the solid, the local interactions between hydrogen atoms increase. Here 

begins a two phase state in which particles of fully formed hydride begin to appear. 

For hydrides in which the hydrogen is ionically bound to the host, such as l\IgH 2 , the 

gaseous phase does not occur and the two phase region begins immediate!~'· In the two 

phase region, one sees a pressure plateau in the isotherm in which hydrogen can be 

absorbed with very small changes in pressure until the hydride is fully formed. \Vhen 

the fuel is needed, desorption is induced by heating the system to a temperature at 

which the kinetic energy of the hydrogen atoms exceeds the small potential \Yells in 

which they sit. They return to free motion, ultimately exiting through the surface of 

the material and recombining to form H2 gas which can then be directed towards the 

fuel cell. A classic example of this is a storage device made of magnesium \'Vhich is 

charged under hydrogen pressure to form l\IgH2 under the following reaction. 

(1.10) 
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and releases hydrogen during discharge 

(1.11) 

1IgH2 stores a plentiful 7.6% hydrogen by weight, but has very slow charging kinetics 

from bulk 1-.Ig and is so stable that a temperature of 300°C is required to reverse the 

reaction and retrieve the fuel. To date, no affordable material has been discovered 

that escapes these issues while still offering energy densities competetive with gaso-

line. As such, current efforts are underway to improve the kinetics and stabilities 

of such systems. In the case of sodium alanate (NaAlH4 ), it was demonstrated that 

the desorption temperature can be successfully lowered by doping with the catalyst 

Ti02-[72] Further work by Majzoub and Gross showed that many other halides of 

titanium also successfully improve the desorption rates suggesting that the titanium 

itself is the critical actor. [41] The arrhenius plot of Figure 1.3, taken from their study, 

demonstrates the improved kinetics when using the Ti-halides catalysts. 

T <'lllperature I K 1 
4~0 ~00 ~50 

0.002!> iJ.OO:CS 0.00.> 

liT IK :I 

Figure 1.3: Arrhenius plots showing the kinetics in terms of rates of hydrogen desorp­
tion of NaAlH4when doped \\'ith titanium-halide catalysts. Figure is from the work 
of I\Iajzoub et al. [41] 
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The second important approach has been to move from the bulk regime of the 

material to the micro, or nano regime via a constraining material such as nanoporous 

carbons. A nanoparticle of a hydride has a greater fraction of hydrogen atoms on 

the surface. The surface hydrogen atoms are bonded to fewer host atoms and thus 

have a weaker attachment than the internal hydrogen. It is hoped that this leads to 

lower desorption temperatures. In the case of MgH2 , Even simple ball milling down 

to 10-50 nm grain sizes can drastically improve kinetics. At these large grain sizes, 

this is thought to be a result of increased surface area, decreased diffusion lengths 

and disruption of the outer oxide layer which can block desorption.[S-1] 

Size can also affect thermodynamics. A density functional theory stud~· (see 

Section 2) conducted by Wagemans et al.[79] demonstrates the change in enthalpy 

(a concept described in Section 2.4) of MgH2 hydrogen desorption reactions a.s one 

varies the cluster sizes of the reactant MgH2 clusters and product Mg clusters. Their 

calculations show that the cluster energies per formula unit decrease, as expected, 

for both compounds as the particle sizes are increased and eventually level off to 

bulk energies at higher cluster sizes. The resulting desorption enthalpies are gener­

ally reduced at smaller cluster sizes because the product metal l\lg clusters are more 

drastically affected by size than the ionic MgH2 because a larger volume allows the 

electrons of the metal to delocalize and lower its energy. This suggests the advan­

tage of nanoconfinement for hydrogen storage applications, since, As explained in 

Section 2.4, a decreased enthalpy implies the desired lower desorption temperature. 

1.3 MOTIVATION AND DISSERTATION OUTLINE 

VVhen putting forth the considerable effort required to do physics research, 

it is nice to have a useful application in mind. Ours is the further development of 

energy storage materials. This is a worthy application in and of itself simply for 

any gains that might be made in the extension of battery capacity for the existing 
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everyday portable devices that increasingly enrich our lives. The larger motivator 

however, is to push the limits of energy storage into a realm of performance suitable 

for the common automobile. Automobiles are the primary consumers of gasoline in 

the United States to the tune of 46 percent of all petroleum consumed according to 

the U.S. Energy Information Administration's 2011 report on U.S. refinery yields.[77] 

:tvfeanwhile, only an estimated 826,000 automobiles in use in 2009 in the United States 

ran on a fuel other than gasoline.[2] Such reliance on any single product for so critical 

a need as transportation is a global economic vulnerability that could be ameliorated 

by the development of alternatives. vVhile there are currently several other manners 

in which we harvest energy, burning coal for example, gasoline for the moment has 

the unique advantage of stable and safe transportability and immediate convertibility 

into useful work using the internal combustion engine. It is also currently relatively 

inexpensive and plentiful. However, should we at some future time find gasoline to 

be in short supply, the value of replacement options would very quickly and dramat­

ically increase. To significant!~· increase economic robustness therefore, efficient and 

practical methods of storing generically produced energy are needed to extend all of 

our energy harvesting resources to use on the open road. 

In this dissertation, a common first-principles frame work, density functional 

theory· (DFT) is applied to two projects in the field of energy storage materials. In 

Section 2, A background of density functional theory and the projector augmented 

wave method is presented, followed by a description of the PEGS method (Prototype 

Electrostatic Ground States) which we employ to find low energy nanocluster geome­

tries for the study in Section -l. Following that, in Section 3, is a DFT study on novel 

new materials for lithium ion batteries in which a Gibbs free energy is constructed as 

a function of DFT energies and lithium electrochemical potential. From this, reaction 

pathwa~·s are predicted for a metal hydride negative electrode composed of materials 

in the Li-1\Ig-B-N-H system. Twelve mixtures are uncovered with high theoretical 
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lithium capacities with relatively small expansions in volume, which it is argued, is a 

prerequisite for good cyclability. Finally, in Section 4, we relate another DFT study 

that attempts to gain understanding of the underlying chemical mechanisms of some 

recent results from experiments on the hydrogen storage properties of lithium borohy­

dride confined to nanosizes via infiltration in highly ordered nanoporous hard carbon 

scaffolding.[35] In particular, we try to explain why LiBH4 wets the carbon, while 

MgH2 does not; why desorption temperatures appear to be lower than in bulk LiBH4 ; 

and why diborane gas seems to disappear from the reaction pathways for small pore 

sizes. We find that many of the experimentally observed phenomena can be explained 

with a model of a single sheet of graphene, \vhose surface is permanently altered hy 

the binding of boron to carbon defects. 
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2 COMPUTATIONAL METHODS 

2.1 INTRODUCTION 

A remarkable advancement of the last 20 years of computational physics has 

been the ability to accurately compute properties of condensed matter using only the 

geometric configuration of the atoms as an input. Specifically, the total energy of the 

configuration can be calculated from quantum mechanical first principles and from 

this most fundamental property any of the dependent properties. The bond length 

of a hydrogen molecule, for example, can he accurately predicted by calculating the 

total energy at various separation lengths between two hydrogen atoms. The bond 

length is then the separation distance at which the total energy is minimum. A 

similar exercise with bulk material can yield lattice parameters by varying a lattice 

vector of a unit cell. Vibrational modes, and all of the thermal properties that can be 

derived from them, can be found by calculating the energies of small displacements 

from equilibrium and the bulk modulus can be arrived at by noting changes in the 

total energy as one varies the volume of a unit cell of material. [62] Calculating the 

total energy requires solving the many body electron wave function problem, which 

demands so much computation, that theoretical application was quite limited in the 

past. As the accuracy and efficiency of these methods has improved, however, and as 

the power of computing systems has continued to multiply, the practicality of their use 

has gone beyond simply being theoretically interesting and is now an important player 

in increasing the understanding of material phenomenon and thus in the engineering 

of new materials. Since the 1970s one of the more dominant first principles theories 

in solid state research has been Density Functional Theory (DFT). This framework 

is the basis for much of the work in this dissertation and therefore warrants detailed 

discussion. 
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2.2 DENSITY FUNCTIONAL THEORY 

2.2.1.DFT Beginnings. The key feature of DFT's increased computational 

power as compared to all electron methods such as Hartree-Fock, arises from the proof 

by Hohenberg and Kohn in 1964[24] that the total ground state energy and indeed 

all properties of any electronic system are a unique functional of the ground state 

electron density defined as 

(2.1) 

This insight implies that "in order to extract any system property of the ground state, 

one need not solve explicitly for the many body quantum mechanical wave function 

itself, as is done for Hartree-Fock methods, and \vhich quickly becomes intractable 

for systems of even just a few atoms. One can instead minimize the energy as a 

functional of a single manageable three dimensional variable to obtain the ground 

state density.[62] This reduction in complexity greatl~· expands the universe of possible 

systems which can be computationally explored to reasonable accuracy and within 

a practical amount of time. Shortly after, in 1965, Kohn and Sham introduced a 

formulation[29] to exploit the Hohenberg and Kohn theorem including a functional of 

the density which is the basis for much of current day DFT work.[-14] The Kohn-Sham 

functional, a.s it is now known, for the total energ~· can he written as 

"/ /?2 
'). 3 J 3 £[{11\}] = 2 D (--.)\l~u,id 1' + Vian(r)n(r)d r 

2m 
i 

(2.2) 
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where Eian is the coulombic interaction energy of the ions, Vian is the electrostatic 

potential from the ions, n(T) is the electron density and Exc[n(r-)] is the exchange-

correlation ftmctional, which describes the more complex interactions between the 

electron wave functions.[62] 

One notices immediately that despite the assertion that the electron density 

is all that is needed, the individual electron wave functions '1/Ji appear not to have 

been removed from the energy functional. Although in principle, Hohenberg and 

Kohn's theorem asserts that the total kinetic energies should be directly extractable 

from the density, there is no known way of doing so in an explicit manner. One 

must instead calculate them in the normal fashion from a set of single body wave 

functions. Using the real wave ftmctions would defeat the purpose of the exercise as 

we would be again stuck with a many body electron problem. Kohn and Sham instead 

replaced the interacting electron system with a set of non-interacting electrons with 

the assumption that it is possible to modify the external potential Vext such that the 

ground state density is identical to that of the real interacting system.[44] The idea is 

to move the effects of the electron-electron interaction to the external potential. The 

result is the following Hamiltonian for for each of the non-interacting electrons. 

(2.3) 

where '-~n(1·) contains the effects of both the ions and the electron-electron interac-

tions. To solve for the ground state, the wave function for this Hamiltonian is solved 

for as many lowest eigenvalues Ei as there are electrons divided by two (assuming 

a spin symmetric system). Ven consists of terms two, three and four from equa­

tion 2.2, and can be written entirely in terms of the electron density, which can in 

turn be calculated from equation 2.1. The second term, J Vian(r-)n(r-)d3T represents 

the electron-ion interaction, the third term is the electron-electron coulomb energy, 
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or Hartree term, and the fourth term Exc[n(1·)], known as the exchange-correlation 

term, represents all of the remaining many body electron effects including the differ­

ence of the kinetic energies and the interaction energies between the interacting and 

the non-interacting system.[44] Separating out the long range Hartree term allows 

the remaining many body effects embedded in the exchange correlation term to be 

handled as a local functional of the density. [44] 

2.2.2.Exchange-Correlation Functional. The exchange-correlation term 

Exc[n(r)] is now the only term in the Kohn Sham energy functional that does not have 

a unique definition. For all but ideal cases, an exact definition is not known and the 

accuracy of the calculation is directly related to how well this term is approximated. 

The proposal in the original Kohn-Sham paper currently known as the local density 

approximation (LDA) is to take advantage of the known analytical results for the 

exchange-correlation energy of the homogeneous electron gas approximation in which 

the positively charged nuclei are replaced by a uniform background sheet of positive 

charge. [44] The effect is taken to be local and evaluated with the following integral. 

J Exc(n)n(r)ndr (2.4) 

Exc(n) is defined as the exchange-correlation energy per electron for a large homoge­

neous electron gas with density n(r). [29] 

Exc( n) can be further broken down into a functional for the exchange energy 

Ex(n) plus a functional for correlation Ec(n). The exchange functional represents 

the fact that any system of identical fermions must be antisymmetric under parti­

cle exchange. This is the quantum mechanical manifestation of the Pauli exclusion 

principle that result in electrons of like spin being spatially separated. Separating 

the electrons has the effect of reducing the Coulomb energy. \Vhen working with real 

wave functions, the approximation that includes this effect is known as Hartree-Fock. 
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The correlation functional Ec(n) takes into account all of the other effects of electron 

correlation including both the difference between the interacting and non-interacting 

kinetic energies and the fact that the coulomb energies can be further reduced by 

spatially separating electrons of opposite spin which is not addressed by the exchange 

term. [62] The exact exchange functional for a homogeneous electron gas of any den­

sit~v is known analytically and the correlation functional is arrived at via interpolation 

from analytically known low density and high density limits. [44] Due to its roots in 

the homogeneous electron gas model, LDA is accurate to the extent that the density 

is slowly varying. The functional used for this research is a modification of the LDA 

knmvn as the generalized gradient approximation ( GG A). This functional remains 

local but also involves a term proportional to the gradient of the density thus increas­

ing accuracy by accounting for linear variations in the density. [62] This is especially 

important for the ionic compounds examined in this thesis because the large degree 

of charge localization causes the charge density to vary sharply in space as compared 

to metallic or covalently bonded systems whose electrons are more delocalized. 

2.2.3.DFT in a Periodic Lattice. Since most solids contain a very large 

number of electrons which would he impossible to treat individually, special tech­

niques are employed to reduce a system of an essentially infinite number of electrons 

in a periodic potential of nuclei to a finite and manageable number. The trick is to 

take advantage of the cr~'stal periodicity to reduce the number of degrees of freedom 

ill the system. The foundation of the new framework is Bloch's theorem which states 

that eigenstates li'~.:(r) in a periodic potential can be written as the product of a plane 

vvave with wave number k and a function U~.:(T) that is periodic with the lattice such 

that 

(2.5) 
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where Tn is a translation operator of the lattice. The wave function can thus be 

written with basis functions in k as shown below. [44] 

(2.6) 

The cell periodic part can itself be expanded into spatial Fourier components with 

crystal reciprocal lattice vectors Gas wave vectors. 

Uk(r) = L UaeiQ·r 
G 

Thus, the full wave function for any k can be written as 

.!,. (r) = "'C· ei(k+G)·r 
'1-'t,k ~ t,k+G 

G 

(2.7) 

(2.8) 

where ci,k+c; are the expansion coefficients of the wave functions in the basis of the 

plane wave expansion and the expansion of the periodic potential. [44] For a complete 

calculation, the Schroedinger equation must be solved for each wave number ( k: + G). 

As the G represents discrete Fourier components of the periodic potential, it is possi-

ble to calculate with a finite set of basis functions up to some cutoff. Higher G values 

represent electronic plane waves with higher kinetic energy'. Since most of the con-

tributions to the total energy tend to come from the lower kinetic energies, a cutoff 

can be chosen that encompasses an arbitrarily large percentage of the total energy. 

The cutoff energy, defined as the plane wave energ~· above vvhich no G numbers are 

calculated, is thus used as a convergence parameter when doing DFT calculations. 

2.2.4.Psuedopotentials. If one attempts to expand in plane waves the 

core electrons in an atom, one quickly finds that a very large energy cutoff (see Sec­

tion 2.2.3) is needed for adequate convergence. This is due to the heavy oscillations 

that occur in the wave functions of the core electrons that are tightly bound around a 
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nucleus. This can also be understood in terms of the Heisenberg uncertainty principle 

Lixlip = h. A heavily localized core electron has a small fix which implies a large 

lip. A large momentum in turn implies a large kinetic energy. A large energy cutoff 

is therefore necessary to capture the high energy components of the localized core 

electrons. The valence electrons also oscillate heavily near the nucleus due to the 

Pauli-exclusion requirement to be orthogonal with the core electrons. The psuedopo­

tential approximation elegantly addresses this problem by taking advantage of the 

fact that the core electrons generally change very little from system to system. [62] 

The approach is to take advantage of the fact that most all chemical effects are a 

result of the response of the loose valence electrons. The core electrons generally 

change very little from system to system and so may be treated as approximately 

constant. Furthermore, the core electrons act to screen the valence electrons from the 

full force of the ions positive Coulomb charge. The solution is to combine the core 

electrons and the hard external potential of the nuclei into a single pseudopotential 

that represents both. This results in fewer electrons for which we must solve the Kohn 

Sham equations, and also gives us a softer external potential. Since the requirement 

to be orthogonal with the real core electrons has been removed, the valence electron 

wave function are replaced by pseudo wave function which are much smoother near 

the nucleus, but identical to the real wave functions in inter-ionic space. Figure 2.1, 

taken from Payne et al. graphically compares the pseudo and all-electron wave func­

tions and potentials. The smoothing of the wave function near the nucleus greatly 

reduces the number of plane waves required in the expansion and thus lowers the 

computational demand. [62] 

One common variant of this approach is the norm-conserving pseudopotential 

\vhich is designed to produce nodeless wave functions up to a chosen core radius as 

described above, but with the additional constraint that the total charge, or norm, 
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Figure 2.1: A figure from a paper by Payne et al. illustrating the pseudo wan' 
function. Inside rc, the wave function is replaced b:,• a smooth nodeless pseudo wave 
function while beyond rc it remains identical to the all-electron \V<we function. [62] 

of the exact wave function must be preserved. N arm-conservation is critical for psen-

dopotentials to correctly reproduce approximately the same bonding descriptions as 

well as scattering powers that are seen with all electron methods. [22] These psue-

dopotentials have some drawbacks. Transferability, the extent to v:hich the model 

remains consistent in different chemical environments, is best when the core radius 

exactly covers the extent of the core electrons but does not extend he:.·ond this. For 

the case of elements with valence d electrons, which are highl:.• localized near the 

core radius, high energy cutoffs are needed for convergence, making the calculations 

expensive. This can be remedied by pushing the core radius farther out into the 

inter-ionic region \\'here there is a smoother charge density, but there is a price to be 

paid in the form of poor transferabilit:,•. Vanderbilt proposed what are now known 

as ultrasoft pseudopotentials to tackle this problem in 1990. This approach remo....-es 

the requirement of norm-conservation in order to obtain pseudopotentials with opti-

mal core radii that require lower energ:,· cutoffs. All-electron scattering behavior is 
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regained by adding an augmentation charge around the atom center (away from the 

cutoff radius) which has a total charge equal to the charge deficit that results from 

not enforcing norm-conservation.[34] 

2.2.5.Projector Augmented Wave Method. Another approach related 

to the psuedopotential method is the projector augmented wave (PA\;V). This is the 

method chosen for this work. As in the psuedopotential method, the goal is to resolve 

the problem of the large oscillations of the wave functions near the nucleus due to 

orthogonality with the core states. Also like the pseudopotential method, we wish 

to transform the real wave functions into smoother pseudo wave functions. Instead 

of doing this by inventing a fictitious potential that then generates smoother wave 

functions however, this is done by finding a linear transformation T between a Hilbert 

~pace of all electron wave functions '1}1 that oscillate near the core and a Hilbert space 

of smooth pseudo wave functions 4' that are better suited for computation. 

The PA \V method separates space into two regions. One region known as the 

augmentation region near the center of the atoms where the all electron wave function 

is highly oscillatory and more readily represented by a spherical harmonic basis, and 

the smoother interstitial bonding region which is easier to describe with plane waves. 

In the bonding regions, the all electron wave functions are identical to the pseudo 

wave functions. The transformation T thus applies only to the augmentation regions 

and is applied atom b:v atom as below. 

(2.9) 

where TR is the local transformation for each atomic site's augmentation region R. 

The pseudo wave function li' and the all electron wave function U' are both decomposed 
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into a complete basis of partial waves (} and (} per Equations 2.10 and 2.11 

(2.10) 

(2.11) 

so that the transformation can be defined as a mapping between each partial \\'eWe and 

and its pseudo partial wave counter part as I (}i) = ( 1 + T R) I(}~). Since this is a linear 

transformation, the coefficients ci are the same for the all electron wave function 11' 

and the pseudo wave function 01. The all electron wave function can thus be expressed 

as 

lli'J = ju~)- L jei) Ci + L l(}i) ci (2.12) 
i 

the coefficients ci can be expressed as the pseudo wave function's projection onto the 

dual of the pseudo partial \Vave as ci = (.Pi\ ;;,) where this dual Pi is known as the 

projector. From equations 2.9 and 2.12, the transformation T can be written 

(2.13) 

\vith the transformation consisting of the partial wave, the pseudo partial waves, and 

the projectors all of which still must be defined. As can be seen in the above equation, 

the projectors probe the pseudo waw functions to find how it is to be decomposed 

into pseudo partial waves and from this the all electron decomposition is recovered 

since the coefficients for basis sets are identical. [7] 

The all electron wave functions l(}i) are found b~· solving the Schroedinger 

equation in spherical coordinates for the case of an isolated atom enforcing orthogo-

nality \\'ith the core states. At least one such partial wave thus exists for each angular 

momentum state for each site R up to some truncation. [9] The result is a basis set 
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of valence partial waves all of which are orthogonal to the core states. For each all 

electron partial wave, the task is now to find a pseudo partial wave that is identical to 

the all electron wave in the bonding region but smooth in the augmentation region. 

This is accomplished by first calculating an all electron potential, and then finding a 

nodeless potential that matches the all electron potential outside the augmentation 

region. The pseudo partial waves are then obtained as solutions to the Schroedinger 

equation given the pseudopotential. The core states are decomposed in a similar 

fashion with an all electron highly nodal version and a transformed version with a 

smoothly varying electron density for the purpose of yielding a smooth effective po­

tential for the pseudo wave functions. The projectors are then found by finding the 

dual of the pseudo wave function such that (fti I iii) = Jij. The core states themselves 

have no projector function since they are always assumed to be completely populated 

manifesting the frozen core approximation. [7] 

The electronic ground state of the pseudo wave functions can now be found 

by iteratively solving the Kohn-Sham equations for a potential consisting of Hartree 

and exchange correlation terms using the pseudo-electronic density. Once this has 

been found, the all electron total energy can be obtained by using the projector 

functions to transform the pseudo wave functions into all electron wave functions and 

calculating the Kohn-Sham equation in terms of the all electron density. It is possible 

to look at the PA\V method as simply an all electron method with a clever change of 

coordinates that match far from the core. Once the system is solved with the more 

convenient pseudo wave functions, one can look at the behavior near the boundary 

of the augmentation region to determine to which real wave functions the solution 

corresponds.[9] Using an all electron approach yields some advantages to the PAW 

method. A psuedopotential constructed from an atom will not necessarily work well 

once placed in a chemical environment, PA \V results on the other hand come from the 

real density and potential and do not depend on the reference system. Convergence is 
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faster than in norm-conserving pseudo potentials and the calculation itself is simplified 

and should therefore be more efficient than ultra soft psuedopotential calculations. [9] 

2.3 AN EXAMPLE OF A FIRST PRINCIPLES SUCCESS: UNDER­
STANDING TRANSITION METAL HYDRIDES 

Using first principles calculations, it is possible to decompose physical phe-

nomena into components in such a way that would not be possible in the laborator~·. 

As an example, Smithson et al. [7 4:] completed a detailed first principles study in 2002 

on the stability and electronic structure of transition metal hydrides. The~· endeav-

ored to examine the processes by which a host metal absorbs hydrogen to become a 

metal hydride and determine the relative importance of each process as a means of 

understanding the varying hydride stabilities among the transition metals. 

The energy of hydride absorption is broken down h~· the authors into three 

components. 

1) Ephasc: The energy of the phase change of the metal from its equilibrium struc­

ture (hexagonal for Mg) to. the structure of the metal hydride (tetragonal cas-

siterite for }.1gH2 ) 

2) Ecxpansion: The energy· of expansion of the metal unit cell required to accommo-

elate the hydrogen 

3) Einscrtion: The energy of inserting the hy·drogen atom and the acTompany·ing 

changes to the electronic structure 

The hydrogen formation energy can thus be written as 

£formation = Ephasc + Ecxpan8ion + £insertion (2.14:) 
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By calculating the changes in energy at each step using density functional theory, the 

relative importance of these components was determined. Their findings reveal that 

the structural effect ( Ephase) is mostly negligible. The lattice stretching ( Eexpansion) 

contributes a large positive energy to the formation enthalpy and the hydrogen in-

sertion (Einsertion) can be either a positive or negative contribution to the energy as 

the hydrogen atom introduces new electron states to which the metal electrons may 

transfer. Illustrating the trends in Einsertion, a set of electron density plots from their 

work is copied below in Figure 2.2. Here, the charge density of the hydride has been 

subtracted from the that of the metal expanded to the same lattice parameters. This 

picture reveals the migration of electrons from the metal to the hydride, and in some 

cases from the hydrogen to the metal. 

0.15 

0.10 

0.05 

0.00 

Figure 2.2: Electron density change as a result of step 3. Light (dark) areas indicate 
an increase (decrease) in charge density after inserting the hydrogen atom into the 
expanded metal. Figure from Smithson et al. [7 4] 

Having eliminated Ephase as an important component, the stability of the metal 

hydrides as one moves across the periodic table can be explained as a competition 

between the effects of Eexpansion and Einsertion· A graph from their paper is presented 

in Figure 2.3 showing the relevant trends in the 3d transition metals. 

The earlv transition metals are knmvn experimentallv to form stable hvdrides. 
' ' ' 

These metals have low cohesive energies due to the smaller number of d electrons 
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Figure 2.3: Metal hydride formation energies of the 3d transition metals in various 
crystal structures. Figure from Smithson et al. [7 -±] 

participating in the metallic bonding. A low cohesive energ~· indicates that the metal 

atoms are easier to separate, which in turn means a smaller contribution from the 

positive Eexpansion term as compared to strongl~, cohesive metals found later in the 

series where there are more d electrons. At the same time, the formation energy 

can be either lowered or increased significantl:v through the bonding of the metal d 

electrons with the hydrogen atoms. As one progresses through the 3d series, more d 

electrons participate in metallic cohesion making Eexpansion more important. £insertion 

meanwhile, varies as one progresses to the right of the series depending on whether 

or not the inserted h~'drogen atom introduces electron states that are above or below 

the Fermi level causing this term to be positive or negati,·e. Figure 2.2 sho\YS a lack 

of a clear trend for this term. Large electron transfers to the h~·drogen atom occur for 

the early series metals Sc, Ti, and V, lowering the energy. This is followed by electron 

transfer in the opposite direction, from the hydrogen atom to the metals. in Cr. I\In, 

and Fe resulting in a positive Einsertion. A negatiw insertion energ~· returns for Co, 

and Ni and almost no charge transfer at all can be seen for the apparent!~· inert Cu. 

and Zn. The generally unfavorable charge transfer situations coupled with the higher 
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cohesive energies help to explain \vhy the later 3d metals do not form stable hydrides. 

By using computational methods to tease our multiple effects that are difficult to 

separate in experiment, this study highlighted the importance of the stretching term 

which had previously been largely neglected as compared to the insertion term in the 

engineering of new metal hydrides. 

2.4 REACTION ENTHALPIES OF METAL HYDRIDES: 
PHASE DIAGRAMS FROM FIRST PRINCIPLES 

A particularly useful quantity in the study of hydrogen storage chemistries of 

metal hydrides (discussed in Section 1) that can be arrived at from first principles 

is the change in enthalpy 6.H of hydride desorption. Section 1.2 makes much men-

tion of attempts to shift 6.H to thermodynamically favorable regions for the case 

of l\IgH2 . Thermodynamically favorable, in this case, means the right amount of 

hydride stability. If 6H is too high, vehicles that operate at lower temperatures 

will be unable to provide the energy of vaporization necessary to trigger hydrogen 

desorption. In other words, it implies that the hydride is too stable. If 6H is too 

low, then the hydride is not stable enough, and will generally be more difficult to 

rehydride. 6H, together with the capacity, are the two parameters used by the De-

partment of Energy to qualify a candidate reaction as promising in their 2006 annual 

progress report. A chemistry with capacity> 6 .. 5% and 15 < 6H < 75 kJ /mol H2 

is considered a candidate by DOE[25] (although a more realistic enthalp~' range is 

15 < 6H < 2-1 kJ /mol H2 corresponding to operating conditions of 0-100 bar and 

0-100 oc). [72] Furthermore, from this single fundamental quantity, the equilibrium 

pressure-temperature relationship of a metal hydride reaction can be approximately 

determined. 

\Ve now show hmv D.H can be readily calculated from first principles, and how 

from 6H, the phase diagram can be obtained. \Ve start with the definition of the 
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enthalpy 

H = U +pV (2.15) 

where U is the system's total internal energy, pis the pressure, and \lis the volume. U 

can be decomposed into the static bonding energies whose calculations are described in 

Section 2, and the energies of the vibrational modes at finite temperatures. \\·hich can 

be calculated per Section 2.5. [25] As one does not know a priori what the reaction 

temperature is, zero point energies can suffice as an approximation. In fact, this 

will be consistent with our final equation which assumes that LH does not chang;e 

with temperature. In a hydrogen desorption reaction, the pV term represents the 

displacement energy necessary to make room for the released hydrogen gas. The 

change in volume of the hydride itself is small compared to the released gas and can 

be neglected. \Ve can therefore write the change in enthalpy as 

(2.16) 
products reactants 

All terms are normalized to a quantity representing the release of a single molecule 

of H2 . f1H2 is the chemical potential of the released hydrogen gas which encompasses 

both its static and vibrational DFT energy plus its contribution to the p\ · term 

(see Section 3.1 for a treatment of this term). As the change in volume is uearl~· 

common among h~·clrides and is difficult to calculate, this term is also often neglected 

for enthalpy estimates. Table 2.1 shmvs calculated desorption enthalpies for selected 

metal hydride reactions. In these calculations, the static energies seem to much more 

closely approach the experimental values than when zero point energies are included. 

Having obtained h.H, we attempt to infer from it the pressure-temperature line 

for equilibrium. \Ve make use of a relationship between a reaction's Gibbs free energ~· 
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Table 2.1: Enthalpies of reaction calculated using equation 2.16 (ftH2 neglected) with 
and without the zero point energy included. Reported experimentally determined 
values are included for comparison. 

Hydride Desorption Reaction !::::.H Static !::::.H with Z.P. !::::.H exp. 
(kJ/mol Hz) (kJ/mol Hz) (kJ/mol Hz) 

LiBH.t --t LiH+B+~Hz 70.8 48.8 74[47] 
LiBH-t --t Li+B+2Hz 95.7 78.0 -

LiH --t Li+~Hz 170.3 165.9 182[21] 
NaAlH-t --t 1Na3AlH6+JAl+~Hz 30.7 20.24 37[10] 
Na3AlH6 --t 3NaH+Al+2Hz 49.4 33.3 47[10] 
NaAlH-t --t NaH+Al+~Hz 37.0 24.6 -

NaH --t Na+~llz 86.0 86.9 112 [1] 
l\IgH2 --t Mg+Hz 63.3 57.4 75 [67] 

and its equilibrium constant (equation 2.17) as well a relationship that exists under 

the ideal gas approximation between the equilibrium constant ]{ and the pressure 

(equation 2.18). 

!::::.G = -RTlnK 

I . Po 
\=-

PH2 

(2.17) 

(2.18) 

p0 is a thermodynamic reference pressure and PH2 is the partial pressure of the hydro­

gen gas. Substituting equation 2.18 into equation 2.17, and subsequently substituting 

this result into the definition of the change in Gibbs free energy (equation 2.19) 

!::::.G= !::::.H +T!::::.S (2.19) 

yields what is known as the van't Hoff equation (equation 2.20) 

ln (PH2 ) = _ !::::.H + !::::.5 
Po RT R 

(2.20) 
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where R is the gas constant, and l::.S is the entropy change of the reaction. [..t] \Vith 

this equation we now have the equilibrium pressure-temperature relationship for the 

metal hydride. l::.S in the y-intercept term can be calculated from first principles 

vibrational modes using equation 2.31 if desired, but it is dominated by the formation 

of molecular hydrogen gas and is typically about 130 JK-1mol- 1 for all metal hydride 

systems. The change in enthalpy therefore, remains the characteristic quantity of the 

hydride stability. [72] 

Ackbarzadeh et al. demonstrate nicely how a refined l::.H, as well as a full 

phase diagram, can be calculated from first-principles in their work predicting hy­

drogen storage reactions in the Li-1\fg-N-H system. [3] In their method, DFT energies 

are calculated for a complete phase space as well as a chemical potential term for 

the hydrogen gas as a function of temperature and pressure. The phase diagTam 

is calculated by minimizing the Gibbs free energy at every point in phase space and 

equilibrium phase boundaries are defined to occur wherever multiple mixtures equall~· 

minimize the free energy such that l::.G = 0 for the reaction. Equation 2.19 can then 

be reduced to equation 2.21 below. 

l::.H = - T l::.S (2.21) 

6H can be thus obtained by holding the pressure constant, increasing the tempera­

ture until a 6G = 0 condition is reached for two phases, and noting the temperature 

and l::.S between them. Figure 2.4 shows their predicted van't Hoff plots for seven 

reactions along with a region of feasibility represented by the dashed square. In this 

case, the plot shows clearly that since unfortunately none of the van't Hoff lines cross 

into the feasibility region, none of the studied materials can be practicall~· applied 

for light vehicle applications although two reactions come dose. Thanks to their the­

oretical work, however, we can identify which chemistries may have potential \\·ith 
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further treatment (perhaps with doping or other methods). For the less promising 

reactions, wasted efforts in further exploring these chemistries experimentally can be 

averted. vVe note here that the van't Hoff relation assumes that l::.H does not change 
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Figure 2.4: Van't Hoff plots for hydrogen storage reactions by Ackbarzadeh et al. 
The figure is taken from their paper. [3] 

with temperature. This is not completely true as the vibrational terms for the energy 

of each phase will indeed decrease as temperature is increased. The example in Fig-

ure 2.-J, ho\vever, whose data points were calculated individually from first principles 

using finite temperature and then fitted to the van't Hoff equation, shows that the 

linearity is maintained demonstrating the quality of the approximation. 11oreover, 

The relation can be used in the reverse. The enthalpies and entropy of reaction for 

a metal hydride can be extracted from an experimentally determined phase diagram 

by fitting it to the van't Hoff equation. 



2.5 PHONON CALCULATIONS 

Several observables in materials are the direct results of ionic vibrations in 

the crystals including including Raman, infrared and neutron diffraction and a wide 

variety of thermodynamic properties. That these experimental properties can often 

be reproduced from calculating phonon mode frequencies in DFT calculations offers 

further strong validation to the theoretical framework. [ 6] In Section 3, we calculate 

phonon modes in order to calculate temperature dependent vibrational energies for 

each compound in the lithium-ion battery study. 

Because the ions are many orders of magnitude more massive than the eler-

trons, they move much faster and can be said to always instantly find their ne\v 

ground state after any ionic displacement. This is known as the Born-Oppenheimer 

approximation and allows one to calculate ionic dynamics in DFT by calculating the 

ground state electron density at various points near equilibrium in ionic configura-

tion space. To calculate phonons in the harmonic approximation, in v,rhich all lattice 

vibrations have energies quadratic in the atomic displacement, an equilibrium geom-

etry must first be found by relaxing the system to a state in which the forces acting 

on each ion are zero. From this geometry, vibrational frequencies are calculated by 

finding eigenvalues of the Hessian of the energy normalized by the masses as: 

(2.22) 

leaving only the challenge of calculating the first and second derivatives. [6] This can 

be, and often is, accomplished by the finite difference method in ·which points on 

the energy surface are sampled as individual ions are displaced short distances from 

equilibrium and second derivatives are extracted from the resulting parabolas. Our 

calculations, however, use what is knovm a.s the linear response method. 



34 

In the linear response method, all first and second derivatives are calculated 

with only one ground state density calculation at equilibrium with the application 

of both Hellman-Feynman theory and first order perturbation theory. According to 

Hellman-Feynman theory, first derivatives of Hamiltonian eigenvalues with respect to 

any parameter can be calculated as the ground state expectation value of derivative 

of the Hamiltonian derivative as shown below.[6] 

fJE fJH 
- = (~'ol-l~'o) f)).. [)).. 

(2.23) 

Forces can then be written by using ion displacements as the parameter ).. and eval-

uating the inner product: 

J fJV(r) 
Fi,j = no(r) fJR· . dr 

t,J 

(2.24) 

where Ri,j is the displacement of atom i in the direction j and V is the self consistent 

interaction potential, 

(2.25) 

From these forces, Hessian matrix components can be obtained by trivially taking a 

second derivative[15]; 

(2.26) 

\:Ve are now left only with finding the linear response of the density g~ which can be 

found with first order perturbation theory using the change in potential ~ V as the 

perturbation. In first oder perturbation theory, corrections to the wave function are 

calculated as an expectation value of the change in potential in the ground state wave 
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function, 

(2.27) 

Summing over all of the non-interacting electrons yields the linear response of the 

electron density to the perturbation in the potential. 

(2.28) 

At the same time, V is a function of the density per equation 2.25, which can be 

linearized to obtain !:::.n as a function of f:::.l1 , 

(2.29) 

Equations 2.29 and 2.28 can now be solved iteratively to find the linear response 

which can in turn be utilized to find the components of the Hessian matrix[6] and from 

them the vibrational frequencies. The frequencies in turn can be used to calculate 

temperature dependent enthalpy and entrop~' terms in the Gibbs free energ~' given 

below. [73] 

(2.30) 

(2.31) 

The sum is over all of the normalized phonon modes except for the three gamma 

point longitudinals which represent uniform translations of the entire lattice. Using 

this method as it is implemented in the VASP package,[32, 33, 30, 31] we are able 

to determine finite temperature properties at 3001\: for the lithium ion batter~· stud~· 

to follow. Because of the magnitude of the computational resources required. this 

L 
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method is untenable for the surface calculations in Section 4 where we are limited to 

the study of static effects in our study of borohydride wetting properties on carbon. 

2.6 SURFACE CALCULATIONS WITH DFT 

Because we use a framework of DFT based on periodic boundary conditions, 

simulating the surface of a material is a matter of some delicacy because of the 

existence of the slab's periodic images. To minimize the error clue to the mutual 

interaction of periodic slabs, a large supercell is used in which the surface images are 

separated by a large vacuum layer. Supercells can be generated from fundamental 

unit cells using the POS_supercells.awk script shown in appendix 5. The dimensions 

of the supercell then become convergence parameters that can be increased until the 

energy of interaction between periodic images becomes as small as desired. Figure 2.5 

shows a supercell example used in Section 4 for a sheet of graphene. In the case of 

Figure 2.5: An example of a large supercell with a vacuum layer used to model a 
graphene surface. 

a slab calculation, the aperioclicity is only in the direction perpendicular to the slab 

which is thus the only direction that needs to be extended in the supercell. This 

results in the cell being split into a slab and a vacuum region where the length of 

the vacuum is now an extra convergence parameter that must be adjusted to energy 
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convergence to ensure adequate isolation of the sheet. Figure 2.6 shows the result 

of a convergence plot determining the amount of vacuum necessary for calculations 

on a sheet of graphene. Judging from the graph, convergence seems to appear at 

about 7 A. That exercise, however, only ensures separation of the carbon sheet itself. 

Convergence Study with Respect to Vacuum Layer 
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Figure 2.6: Convergence plot of DFT energy vs. the length of the vacuum layer. 

Calculations involving adsorption as are performed in Section -1 require additional 

vacuum to make sure that the adsorbate is only interacting with the surface and 

not its periodic image. Further, adsorbate nanoclusters introduce periodicity in the 

directions parallel to the surface requiring that the supercell also be extended in 

those directions multiplying the number of carbon atoms and greatly increasing the 

computational cost. 

Relaxing the supercell can also be tricky as one wishes the cell to find optimum 

size and shape in the planar directions but not for the direction perpendicular to the 

surface. This is because the real energetic minimum, as far as DFT is concerned, is one 



38 

in which the periodic slabs are brought into contact to form a layered system. As of the 

writing of this thesis, we are aware of no way in the VASP package to independently 

select lattice vectors as fixed during cell optimizations. A work around is to limit the 

interaction of the periodic surface images by making the vacuum region sufficiently 

large during the relaxation such that changes in the inter-slab distances will cause 

energy changes small enough such that they lie within the tolerances that define 

a completed relaxation. After a relaxed supercell has been attained, one can then 

increase or reduce the vacuum layer to a level appropriate for the tolerances required 

by the study. Although not used in this research, a simpler method is to simply 

keep the cell volume constant during the relaxation (Setting the ISIF switch to '4' in 

VASP) so as to inhibit cell size collapse. The needed expansions or contractions that 

occur in the planar directions are accommodated by trivial changes in the dimension 

of the vacuum layer. 

Once a supercell environment has been generated, further tools are needed to 

manipulate the adsorbate clusters. In Section 4, the nanoclusters are first rela."'<:ed as 

a gas molecule in a large cubic vacuum unit cell to obtain a minimum energy con­

figuration. In VASP, atomic configurations are stored in reduced coordinates, which 

use the lattice vectors as a basis. In order to translate the nanoparticle to the lattice 

environment, the script POSJehost.sh (see appendix 5) converts the VASP POSCAR 

file to common Cartesian coordinates of the XYZ format using the AWK script POS­

toXYZ.awk (see appendix 5) and from Cartesian coordinates to the coordinate system 

of the supercell. Once the adsorbate has been rehosted, one needs to translate and 

rotate it to the desired position on the substrate. This can be accomplished using the 

shift_atoms.sh script (appendix .5), which again transforms coordinates to Cartesian 

where the cluster is then translated to the origin. Here, it accomplishes the rotations 

and then the translations as specified by the user before transforming back to the 

crystal coordinate system of the supercell. 
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Once the cluster is in the desired initial configuration, the system is relaxed 

again to reflect the surface interactions. Depending on the nature of the calculation, it 

may be desired to ignore changes in the surface itself. In this case, the V ASP selective 

dynamics feature can be utilized to keep the atoms of the surface fixed to greatly 

simplify the relaxation. For slab calculations, it is important to perform an initial 

relaxation with the minimum energy cutoff recommended in the pseudopotential files 

in order to achieve reasonable computational times. From the new relaxed positions, 

final productions level energies can be more easily obtained by performing a second 

relaxation at the desired cutoff. 

2.7 PROTOTYPE ELECTROSTATIC GROUND STATES 
(PEGS) 

Density Functional Theory (DFT) as described in Section 2 can be a useful tool 

for investigating and understanding the materials in hydrogen storage and lithium ion 

battery reactions. A common impediment to DFT investigations however is the un-

availability of a crystal structure for the target compound. As these compounds are 

often difficult to synthesize for proper X-ray diffraction studies, structural determina-

tion from first principles is often the only option. Even when structures are available, 

they are sometimes too complex to calculate DFT properties in a reasonable time. In 

our lithium ion battery work for example, 1\Ig(BH.th contains 330 atoms per unit cell 

with 165 symmetry inequivalent degrees of freedom making the calculation of phonon 

modes extraordinarily time consuming. In this case, feasibility can be recovered by 

finding simpler structures \vith similar energetics. 

One common approach to crystal structure determination is the database 

searching method in which several crystal structures that appear frequently among 

other compounds are attempted for the target material. After rela..xing all candidates 

of a particular chemistry in DFT, the lowest energy result, if reasonable, is assumed 
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to be the ground state. An obvious drawback of this method is the inability to search 

for new structures or even structures that appear only rarely in the literature. Fi-

nally, systematic searches of the configuration space using Monte Carlo techniques 

with DFT energies as a heuristic have been attempted but have limited practicality 

due to the computational expense of the DFT calculations. [59] 

2.7.1.Complex Ionic Compounds and Hydrogen Storage. Intermetal-

lie hydrides such as LaNi5 , and TiFe were the focus of early hydrogen storage work 

because of their excellent kinetics and practical operating conditions characterized 

by a favorable desorption enthalpy of 30.6 kJ /mol H2 for the case of LaNi5 . Their 

hydrogen capacity, however, has remained stubbornly below 2% by weight in spite 

of several attempts to improve it.[75, 68] The field was refocused in 1997 when Bog-

danovic and Schwickardi demonstrated that hydrogen cycling of the complex ionic 

compound NaAlH4 can be made reversible by doping with a small amount of tita-

nium catalyst via the following reactions 

1 2 
NaAlH4 +-t "3Na3AlH6 + 3Al + H2 

3 
Na3 AlH6 +-t 3NaH + Al + 2H2 

(2.32) 

(2.33) 

yielding capacities of approximately 5 weight percent. [11] This discovery has attracted 

researchers to examine other compounds of this class composed of a metal cation and a 

c-omplex hydrogen based anion such as [A1H4]-, [AlH6]-3 , [BH_t]-, and [NH2]- an10ng 

others for their hydrogen storage potential. These compounds all have the similar 

feature of a metal or metalloid atom bonded to hydrogen ligands as is represented for 

sodium alanate in Figure 2. 7. 

The many different stoichiometries that can be imagined for this class leads 

to a vast set of possible compounds to be explored requiring considerable experimen-

tal resources as well as significant effort in developing new synthesis techniques for 
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Figure 2.7: Structure for NaAlH4 highlighting the complex Al-H anion. 

each compound. To filter out the thermodynamically more promising candidates, 

first principles calculations can be employed to predetermine viability by calculating 

the enthalpy of desorption reaction, the critical quantity discussed in Section 2.4. [59] 

However, as mentioned above, DFT requires a crystal structure and as these are 

mostly novel compounds, their structures are largely unknown especially for mixed 

cation compounds. Experimentally determined structures are sparse for mixed cation 

alanates, and the situation is even worse for mixed cation borohydrides. This has 

generated the need for the capability to generate guess structures for the purpose of 

accessing the power of DFT for compounds for which there is no supporting experi­

mental knowledge. [59] 

2.7.2.The PEGS Method. To assist with the case of complex ionic hy­

drides, Majzoub and Ozolins have invented the PEGS method (prototype electrostatic 

ground state), an efficient way of searching a large configuration space of ionic com­

pounds. The PEGS concept takes advantage of a few useful characteristics of ionic 

solids to form a computationally inexpensive approximation for the system energy 

based solely on point particle electrostatic forces, which are the largest players in 

the total energy of ionic hydrides. Chemistry is in most cases local. This remains 

generally true for these complex anions. Established electronic structure studies of 
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existing compounds, as well as diffraction data in experiment both demonstrate that 

the geometry, charge states, and anion center to vertex lengths are largely invariant 

with respect to chemical environment allowing anion models to be readily transferred 

from one chemical environment to another. The PEGS method uses Monte Carlo 

optimization to predict a ground state structure using the following Hamiltonian: 

(2.34) 

where the summations are over all ion pair potentials. The first term represents the 

electrostatic interactions of the ions, and the second represents a Pauli-exclusion re-

pulsive term which is simply a hard shell potential that effectively disallows overlap of 

the nominal atomic radii. \Vith this empirical potential, several candidate structures 

can be quickly generated to find a configuration with minimal electrostatic energy 

which can then be relaxed and comparatively evaluated with DFT. 

The two object types in a PEGS minimization are the positively charged 

cations and the rigid model for the complex anion that charge balances the cation. 

The input parameters include the charge and hard sphere radius of each individual 

atom, the number of vertices of each complex anion, and the distance between the 

center and vertex atoms which remains fixed during the configuration search. The 

sphere radius can he extracted from nominal ionic radii found in the literature, and 

the center to vertex length can be taken from DFT calculations on other compounds. 

For example, the B-H distance found in DFT relaxed LiBH.,~ structure can be used 

for the anion center-vertex length for B-H in the [BH4]- anion if one were to search 

for a structure for 1\lgBH.,~. 

The global minimum energy in PEGS is found using I'vletropolis :rvlonte Carlo. 

Configuration space is explored by allowing any of the following changes in random 

order one at a time: unit cell lattice parameters, translations of the cation or anion, 
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rotation of the anion, and swapping of the positions of an anion cation pair. Simu­

lated annealing scheduling is used to control the efficiency of the minimization. In 

simulated annealing, the change in the system's energy according to equation 2.3-1 

determines the probability of the transition such that steps that decrease the energy 

are automatically accepted while steps that increase the energy are accepted with the 

probability of a Boltzmann weighting factor. That is, the probability is modulated 

by a temperature parameter such that at high temperatures, states that increase the 

energy are more likely to be allowed. The simulation begins at a high temperature in 

which the ions move freely, as in a molten phase, exploring large areas of the config­

uration space. The temperature is then lowered, steadily decreasing the prohability 

of large energy increases until the system finally settles on a local minimum. In prac­

tice, PEGS is run several times with different seeds for the internal pseudo-random 

generator. This results in multiple local minimums being identified, one of which is 

hoped to be the global minimum. The others are candidate pol~'morphs. 

Further improvement is attained b~· smoothing of the potential energy surface 

in order to minimize the opportu.nities for the algorithm to get stuck in local minima. 

This is accomplished by scaling the interatomic distance R in equation 2.3-1 with 

a parameter a > 1, such that R' = Ra. This allows the hard spheres of the ions 

to overlap during the first phases of the minimization without affecting the energ)·, 

allowing greater freedom for the system to find favorabl~· structures. The proper 

physical distances are then enforced b~· graduall~· decreasing n to 1. 

This method has enjoyed several successes. Notably, the known structures 

of NaAlH4 , ~Ig(A1H4 )2 and K2LiAlH6 are all reproduced and a structure with en­

ergy equal to that of the known ground state is produced for LiAlH 4 . [59] In some 

cases involving AlH6 , PEGS finds new structures with lower DFT energy than those 

found in database searches raising interesting questions as to why the lower energy 

structures are not seen in nature. In separate \Yorks, a ground state structure for 
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Mg(BH4)2 was predicted with promising thermodynamics that allows for reversible 

hydrogen storage[60], and an energetically competitive candidate structure was found 

for CaBH4 . [40] Low energy structures were also found for the closoboranes CaB12H12 , 

l'dgB12H12, and Li2B12H12 .[6l] Most recently, structures were predicted for another 

2.7.3.Nanopegs. In the LiBH4 adsorption study described in Section 4, we 

examine the energetics of the hydrogen storage materials LiBH4 and LiH nanocon-

fined in a hard carbon environment by placing nanoclusters of the materials on a 

sheet of graphite within the density functional theory framework. To improve our 

odds of accurately representing the system in DFT, we require that the geometries 

of the clusters be in their minimum energy configurations, a task that would seem to 

lend itself to PEGS especially for a system like LiBH4 with its complex [BH4]-1 anion. 

However, because of the large number of independent object geometries, using the 

above method to search the configuration space for a nanocluster can be prohibitively 

expensive computationally. Furthermore, the more complex potential energy surface 

results in higher risk of the search becoming trapped in local minima. To develop nan-

oclusters of LiBH4 and LiH, we used the nanopegs method implemented by Majzoub 

et al. [42] This method employs a twist on a clever trick by Wang and Landau.[80] In an 

attempt to develop methods for determining partition functions, Wang and Landau 

needed a method by which to calculate accurate density of states from Monte Carlo. 

The simulated annealing method mentioned above tends to generate a very narrow 

sampling distribution around the temperature parameter. If one equates states sam-
-E 

pled to a density of states, the distribution appears as g(E)ekbr which greatly under 

samples important regions far the the temperature and unnecessarily oversamples the 

narrow band wasting computation time and requiring multiple runs at several tern-

peratures to get a complete partition function. To overcome this, Wang and Landau 

calculate a running density of states g( E) as a function of how often a configuration 
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is accepted by MMC whose energy fits within a given energy bin. The probability of 

a accepting a transition is then determined as a function of g(E) per Equation 2.35 

below 

(2.35) 

The effect is that states of any energy which have already been heavily sampled will be 

increasingly unlikely to be accepted, forcing the system to sample states of different 

energies. For their purposes, the result was a sampling histogram that was fiat in 

energy, or effectively, a random walk in energy space. 

N anopegs adapts the random energy walk to avoid local wells. \\·hen the 

nanopegs algorithm finds a local minimum, it will continue to sample in that area 

updating g(E) until the density of states term for that energy bin becomes so high 

that transitions to other energies are more likely than transitions that keep the system 

in the local minimum. This continues to occur for each energy bin in the well until 

the configuration is finally pushed over the well into an effective molten phase where 

it can renew the search of the potential energy surface for other deeper wells. This 

method was first used to obtain cluster geometries for NaAlH4 , NaH, and Na3AlH6 in 

order to calculate cluster phase diagrams as a function of particle size and to predict 

the hydrogen desorption thermodynamics of nanoconfined N aAlH4 • [ 42] 
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3 DFT PREDICTIONS OF HIGH-CAPACITY METAL HYDRIDE 
CONVERSION MATERIALS FOR LI-ION BATTERIES 

3.1 INTRODUCTION TO LITHIUM-ION BATTERY MATERIALS 

vVhile current batteries are based on the Li insertion process in carbon an-

odes, greater capacity has been shown to be possible through conversion reactions. 

Specifically, Oumellal et al. have demonstrated the potential of a MgH2 cathode 

that lithiates into l\Ig metal and LiH versus a metal lithium anode offering a ca­

pacity of 1,480 mAhg-1 with an average voltage of 0.5V[58] versus a lithium metal 

anode. Unfortunately, this material experiences dramatically degraded reversibility 

after less than 20 cycles. This effect is believed to be largely due to fracturing that 

occurs during the large volume expansion of approximately 85% that accompanies 

the conversion reaction. 

Silicon is another potential anode material of great interest. In the alloying 

process of lithium with silicon, each silicon atom can accommodate 4.4 lithium atoms 

forming Li22Si4 leading to a capacity of 4200 mAhg-1 , ten times that of a graphite 

anode. However, like l\'lgH2 , silicon is also hindered by large volume expansions 

upon lithiation (a 400% increase in volume, far more severe than the MgH2 anode). 

During de-alloying, the shrinking of the material causes it to pulverize and crack, 

greatly decreasing material continuity, and thus reducing both ionic and electrical 

conductivity. The result is severe capacity fade as a large portion of the Li-ions 

become trapped in electrically disconnected particles. This effect was confirmed in 

an experiment in which conductivity was improved by applying pressure during de-

alloying in order to increase the electrical contact between the pulverized particles. [26] 

vVhile silicon nanowires have successfully been employed to overcome the fracturing 

problems with Li-Si alloys (see Figure 3.1),[12] one would expect that the empty space 
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between each nanowire means that the capacity per unit volume of these batteries is 

very poor. 

In other attempts to mitigate the volume expansion, several compounds con-

sisting of silicon finely dispersed via ball milling in an inactive host matrix have been 

studied. The idea is that the inactive material will inhibit pulverization by acting as a 

cushion to accommodate the expansion of the silicon. One example, CaSi2 , performed 

for 10 cycles with a capacity of 1500 mAhg- 1, but subsequently fell to 310 mAhg- 1. 

It is thought that this degradation -vvas due not only to persistent silicon pulveriza-

tion, but to the alloy's inability to sustain the large volume changes. [26] To further 

Figure 3.1: TEM imagery of silicon nanowires developed to combat the pulverization 
effects of silicon volume expansion taken from the work of Chan et al. [12] The left 
image shows pure silicon nanowires and the right shows fully alloyed Li22 S4 . \Vhile 
excellent capacity per weight has been demonstrated, one can see here the large 
amount of empt~v space which suggests poor volumetric capacit~· 

isolate the effects of pulverization, Si3N4 , a low-ductile material that can withstand 

the stresses, was investigated. In this material, reversibility \Vas greatly enhanced, 

but capacity was reduced to a very poor 83 mAhg-1. [26] The experiments on these 

two materials seem to confirm that volume expansion is both necessar~· for the high 

capacities, and responsible for the rapid degradation. This suggests that a material 
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that exhibits both high capacity and minimal volume expansion might perform very 

well in both capacity and reversibility. 

Compounds rich in lithium that have been investigated for hydrogen stor­

age applications are also attractive as battery materials. These are typically light­

metal hydrides containing covalently bound complex anions such as [AlH4t, [BH4]-, 

[NH]- 2 , and [NH2]-, forming compounds such as LiBH4 , LiNH2 , LiAlH4 , I\Ig(BH4 )2, 

and Li2l\Ig(NH)2. The crystal structures and phase stability of many of these com­

pounds are already known, making first principles studies of this system possible. [36, 

37, 56, 13, 49] Furthermore, the potential of practical lithium kinetics in metal hy­

drides ha.s recently been demonstrated by the work of Matsuo et al.[45] whereby the 

high temperature phase of LiBR1 was shown to have excellent lithium conduction. 

Maekawa et al. [38] and Miyazaki et al. [50] showed how this phase can be stabilized 

with the addition of Lil and other lithium halides. Fast ion kinetics have also been 

achieved with new complex hydrides involving [BH4 t and [NHt 2 anions. [46] 

A detailed knowledge of the phase diagram for conversion compounds, as a 

function of lithium concentration, is necessary to design new electrodes. Useful ther­

modynamic models, that utilize first principles total energy calculations on a full set 

of possible compounds in phase-space, aid in the effort to understand and predict 

the reactions that might occur within a system of a given atomic composition. These 

models can be useful for searching the composition space for possible conversion mate­

rials where intuition may fail. In this ·work the Li-1\Ig-B-N-H multicomponent system 

is examined. \Ve present a calculated phase diagram relevant for lithium-ion battery 

electrodes over an extensive set of stoichiometries by minimizing the grand canonical 

free energy a.s a function of the lithium chemical potential. This results in a five di­

mensional phase space with one axis for the atomic quantities of magnesium, boron, 

nitrogen, and hydrogen, plus one axis for the lithium electrochemical potential (i.e. 

the voltage). \Ve note that our study triviall~· identifies the recently studied l\IgH2 
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conversion reaction of Oumellal et al. [58], and within the wider phase space, predicts 

several noteworthy reactions with very high lithium density by mass. 

3.2 LINEAR PROGRAMMING 

In order to determine the competing phases present at equilibrium at a given 

temperature and lithium chemical potential, we calculate and minimize the grand 

canonical Gibbs free energy while the lithium chemical potential varies up to a poten-

tial corresponding to plating of metallic lithium at the anode. The method described 

below examines only the thermodynamics of the system and does not address kinetic 

mechanisms or their influence on reaction rates. Some of the reactions we predict 

may therefore be inhibited or slowed by activation barriers that we do not explore. 

For each possible phase we calculate the finite temperature Helmholtz free energy at 

300 K, including entropy in the harmonic approximation. The atoms at each point in 

the phase diagram are distributed among a set of possible phases such that the total 

Gibbs free energy of the system (Equation 3.1) is minimized. \Ve vary the lithium 

chemical potential, and assume ai1 infinite lithium reservoir available to the electrode. 

(3.1) 
a 

Fa is the free energy per formula unit for the anode phase, and Xa is the unknown 

molar fraction of those phases, and n~i" is the lithium count per formula unit in phase 

a of the anode. The first term in equation 3.1 describes the cohesive energies of all 

existing phases present in the anode and the second term describes the energy due to 

the chemical potential of lithium ions. The Gibbs free energy is minimized subject 

to the atomic quantity constraints in equation 3.2 

(3.2) 
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where As is the total quantity of non-Li species "s" in the anode. :Minimizing the free 

energy at varying lithium electrochemical potentials subject to the linear constraints 

is the GLCP method of Akbarzadeh et al.[3] and can be quickly accomplished through 

linear programming. The Gnu Linear Programming Kit (GLPK) package[70] in the 

open source numerical software package Octave[14] was utilized to solve for the molar 

fractions of each phase. For each set of atomic constraints, we vary the electrochemical 

potential of the anode Li atoms from 10 to 0 eV, representing a voltage swing of 10 

to 0 volts versus Li/Li+. For small voltage steps, changes in molar fractions can be 

interpreted as conversion reactions that gain or lose lithium. 

vVe scan the composition space (the multi-component phase diagram) to search 

for mass ratios that result in suitable conversion reactions. In this study, anode mate­

rial in the Li-Mg-B-N-H system is scanned for reversible reactions that do not result 

in the creation of gases (N2 , H2 , NH3 , or B2H6 ) as byproducts. The phase space is ex­

plored by determining the molar fractions of coexisting phases for each point on a grid 

of atomic quantities As that samples the quaternary phase space of Mg-N-B-H within 

predetermined boundaries. The calculation on each point on the quaternary compo­

sition space results in a set of reactions that occur as the electrochemical potential of 

lithium is varied. For presentation, we reduce the dimensionality of the phase space 

by combining nitrogen and hydrogen onto a single axis, creating a pseudo-ternary 

phase diagram for each of several ratios of nitrogen and hydrogen. On each of these 

pseudo-ternary phase diagrams, a 20x20x20 array is used to sample 203 points, such 

that the composition range shown in Table 3.1 is sampled to enough resolution that 

the phase boundaries are clearly visible in Figures 3.4. 

First-principles DFT calculations using the Vienna Ab-initio Simulation Pack­

age (VASP) package were performed to obtain free energies for the candidate anode 

compounds within the phase space as shown in Table 3.2.[32, 33, :30, 31] The projector 
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Table 3.1: Boundaries of the explored space of atomic quantities As. 
Element T\Iinimum Ma.ximum 
Mg 0 -1 
B 0 -1 
N 0 6 
H 0 15 

augmented wave method (PA\V), discussed in Section 2.2 . .5, was used for the interac-

tion between conduction electrons and the ion cores,[8, 3-1] in combination with the 

correlation-exchange functional of Perdew and \Vang. [63, 6-1] \\'e employed a plane 

wave energy cutoff of 600 eV and Monkhorst-Pack k-point meshes of -±x-±x-1 or larger. 

All structural parameters were relaxed until the forces on the ions were belmY 0.05 

e V /A and stresses were below 0.1 G Pa. 

Gamma phonons modes were also calculated using VASP linear response ca-

pability for vibrational contributions to the free energies at finite temperature. \Ve 

present results for compounds at 300 K. The static energies, vibrational energies, 

volumes per formula unit, and the number of supercells used for each compound is 

listed in Table 3.2. Supercells were only used for very small unit cells such as the 

two metals and the single formula unit cell of Li:3N to ensure that some level of long 

range interactions were captured in the phonon calculations. 

Some compounds resulted in unstable phonon modes. In the case of Li:lN. 

there is a single unstable phonon. This is in agreement with Yau and Zhang[8:3], 

who report that the B29 mode is destabilized at slightly smaller Yolumes. Similarly, 

the mode in the present work stabilizes ·with increased volume suggesting that the 

instability' may be a result of the harmonic approximation. Soft modes were also 

found in Mg3N2 , Mg(NH2)2, and Li4BN3H 10 . In the case of T\Ig;lN2 , these modes 

disappeared v.-hen the VASP T\Ig PA\V pseudopotential \Vas replaced v:ith the 1\Ig_pv 
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Table 3.2: First-principles DFT energies and enthalpies of formation for the anode 
and cathode phases at 300 K. 

Ph asP DFT Ennrgy 6H of form Zero point Fvib :300 K Volunwl fu Unit cells 
(eV lfu) ( k.J I mol *fu) (k.J I mol *fn) (k.J lmol*fn) (A:l) for phonon::; 

Li -Ul () 3.8 0.1 20..!0 2x2x2 

H2 -3 . .J () 27.3 22.7 NIA 1x1x1 

N2 -8..J () 15.0 7.:3 NIA 1x1xl 
l\lg -1.5 () 2.9 -l..J 22.9 2x2x2 
D-alplm -6.7 () 12..J 12.0 7.3 1x1x1 
NH;3 -19.2 -100.8 90.9 78.0 NIA 1xlx1 

D~HG -3..!.2 -35.5 162.1 138..J NIA 1x1x1 
LiH -6.2 -85.1 19.7 liU 16.1 1x1x1 
LiNH2 -EJ.2 -202.7 68.6 62.6 32.7 1x1x1 
Li2 NH -17.7 -205.8 46.0 .J0.8 :3.J.l 1x1x1 

Li•NH -21.9 -2..!6.6 48.6 40.2 58.5 1xlx1 
Li 1BN:3H10 -82.0 -828.5 :31:3.5 284.0 149.9 1x1x1 
Li2BNHo -4:3.6 -411:).5 176.0 163.2 92.2 1x1x1 
Li3N -15.7 -162.0 27.8 20.<) 44.6 2x2x2 
LiN0 -27.5 -52.7 36.4 27.0 .J5.2 1xlxl 
LiDH -12.7 -72.0 36.5 33.8 27.1 1x1x1 
LiDH2 -l.J.7 -62.4 51.8 .J/.1 35.0 1xlxl 
LiDH1 -2.J.:J -207.5 106.2 98.2 56.5 1x1x1 
Lil\IgH:3 -15.1 -1..!:3.9 59.7 5.J.O 175.7 1x1x1 
Lil\lgN -1.J.O -216.1 20.1 15.8 :.H.5 1x1x1 
Lil\lgDN2 -31.() -..!81.2 .J.J.4 36.9 64.2 1xlx1 
Li:3BN2 -JJA -5U..J 51.6 .J2.8 56.9 lx1x1 
Li2 l\Ig(NH) 2 -:3:3,:3 -.J25. 6 8.JA 75.5 6.J.5 1x1x1 
Li2l\lg2(NHb -.J 7.8 -551.5 123.6 106.9 91.0 1x1xl 
Mg(NH2h -:_~5.8 -375.6 131...! 124.0 72.0 1x1x1 
l\lgD2HK -4..!.8 -263.6 212.:3 200.0 114.5 1x1x1 
l\IgH2 -9.0 -63.3 :J6.1 3.J.2 30A 1x1x1 
l\lg:3N2 -25.5 -..!00.9 26.5 16.2 62.3 1x1x1 
Li2D12H,2 -13:3.2 -806.2 .J58 . .J .J.J.J . .J 255.8 1x1x1 
l\lgD,2H12 -121:\.9 -611.2 4..!6.8 .J25.3 296.3 1x1x1 
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in which the p core electrons are treated as valence indicating that some instabilities 

may be due to the frozen core approximation. 

Battery electrodes often operate far from equilibrium, and forming metastable 

phases in the Li-Mg-N-B-H system may therefore be possible. In order to account 

for the most probable of these phases within the GCLP scheme, we have generated 

low energy structural candidates using the method of prototype electrostatic ground 

states (PEGS).[60, 59] The PEGS method has proven extremely successful in predict­

ing the correct structure of ionic compounds containing complex anions and cations 

with structures including dimers (e.g. [NHj2- in Li2NH, [NH2]-, in LiNH2 ), tetrahe­

dra (e.g. [BH4]- in Ca(BH4)2)[40], and octahedra (e.g. [AlH6p- in K2LiAlH0).[59] 

Even in cases where the correct structure is not determined, the total energies of 

the candidate PEGS structures are often within a few me V per formula unit of the 

ground state, and therefore present excellent energy estimates for the type of rough­

estimate calculations that are presented in this chapter. The following compounds 

were generated using PEGS: Lii\lgN, Lil\lgBN2 , Li2I\lg(NH)2, and Li3BN2 . The re­

cently discovered quaternary compound Li4BN:~H10 [65] was also included and used 

for experimental comparison. 

3.3 EXPERIMENTAL METHODS 

To compare our results vvith experiment, phase pure Li4 BN:;H10 was infiltrated 

into an ordered nanoporous carbon (NPC) at 240°C under 60 bar H2 by Xiangfeng Liu 

at the Center for Nanoscience at the University ofi\Iissouri-St. Louis. J. Hong, and J. 

Graetz at Brookhaven National Laboratory performed electrochemical measurements 

in a 2016 coin cell using a"'-' 10mg electrode composed of 90 \\i.% Li4BN:1H10I{i!C30 and 

10 wt% polytetrafluoroethylene (PTFE), vvhich was pressed into a pellet. Lithium 

metal was used as the counter electrode (anode) and a solution of eth~·lene carbonate 

(EC) and dimethyl carbonate (DI\IC) (1:1 b~· volume) with 1 I\1 LiPF6 was used as 
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the electrolyte. Two electrochemical cells were prepared and each exhibited an open 

circuit voltage of 1.8 V (as-prepared). One cell was charged to 3.4 Vat a current of 

20 mA and the second cell was discharged to 0.05 Vat a current of -20 rnA. 

3.4 RESULTS AND DISCUSSION 

\Ve first present results that can be compared vvith experimental C-V curves 

obtained from attempting to electrochemically cycle Li4BN:3H10 versus a lithium metal 

anode. This material does not appear in the phase diagrams below because there is 

gas release involved in the reactions. Nonetheless, we set the B:N:H ratio to 1:3:10 

and vary the lithium chemical potential over a range corresponding to insertion and 

deinsertion. Figure 3. 2 shows the experimental results, compared to the ideal C-V 

curve generated from our GCLP calculations shown in Figure 3.3. On delithiation, the 

relative capacities of each step in the reaction agree with experiment. The experimen­

tal voltage levels are over a volt higher for each step suggesting a large overpotential. 

On lithiation, the experiment does not compare as well with the predicted results, 

suggesting that it may be problematic to form nitrides, and boro-nitrides (Li3N, and 

Li:3BN2 ) as shown in Figure 3.3. 

The results of the full phase diagram search can be seen in Figures 3.4, 3.5, 

and 3.6, which show the lithium capacity as a function of composition in the form of 

pseudo-ternary phase diagrams for several ratios of nitrogen and hydrogen. The phase 

field boundaries are generall~· discernible as changes in the contrast. In order to view 

onl~· theoretically reversible reactions, a capacity of zero was assigned to any of the 

points in which any of the four gases (N2 , H2, NH3 , or B2H6) were present creating a 

visible dark blue forbidden region on the ternary plots. The highest capacity reactions 

exist on the borders of the active regions with the forbidden zone. Figure 3.4, for 

example, shows the pseudo-ternary phase diagram for a nitrogen to hydrogen ratio 

of 1:2. Two local maximums of lithium capacity can be clearly seen. A maximum 
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Figure 3.2: Experimental I-C curve for lithiatiou (red) awl delithiation (blue) of 
Li1 BN:1H10 infiltrated into nanoporous carbon . 

I I I I I I I I I I 
.., I 0.75 0.5 0.25 0 

r-0.25 LiBH _. -> 0.25 B + 0.5 H~ 
t-

I 0...+5 LiBH_. + 0.3 Li,BN~ -> 0.75 B + 0.6 NH, 

-

-

0 
I 

Li_.BN 3H10 -> 0.3 Li 3BN 2 + 0.7 LiBH4 + 2.-t NH3 

Li_.BN)1 10 -> R LiH + LiNH 2 + Li,BN=' 

LiNH, -> LiH + Li,NH 
- -

Li,NH -> LiH + Li,N 
- ·' 

I I 
2 3 

Ratio of Initial Lithiun1 

I 

-

-

-

Figure :3.:3: Idealized I-C cmvr predicted b~· GC'LP for both lithiMion (red) and 
dclit hiation (blue) of Li.1I3::\:1H 10 . 
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exists on the zero boron line, with the stoichiometry of Mg(NH2)2, where a capacity 

of 3803 mAhg- 1 is predicted. As one follows the border with the gas containing 

region into the boron rich area, the second local maximum can be found representing 

a theoretical anode consisting of B + Mg(NH2)2 in it's unlithiated state. Figure 3.5 

shows the results when no nitrogen is present. Here, there is one clear global maximum 

where we find the compound MgB2H8 , magnesium borohydride, which is the most 

promising material found and is discussed below in further detail. The remaining 

plots of interest are shown together in Figure 3.6. 

Figure 3.4: Pseudo-ternary phase diagram with N:H ratio of 1:2 in which Mg(NH2)2 
is the highest capacity material. 

Searching for local maximums in each of the ternary phase diagrams uncovered 

several promising materials with high capacities whose reaction pathways are listed 

in Table 3.3. All of the discovered reactions occur in multiple steps. A recurring 

class consists of varying initial mixtures of Mg(NH2)2 and MgB2H8 that are notable 

for their high capacities, competit ive volume expansion, and the relative simplicity of 

t heir reaction pathways. Figure 3. 7 shows the resulting weight percentages of phases 

upon lithiation of the mixture as a function of the unlithiated mixture. In the pure 
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Figure 3.5: Pseudo-ternary phase diagram with no nitrogen content in which MgB2H8 

is the highest capacity material. 

a) b) 

c) d) 

Figure 3.6: Pseudo ternary phase diagrams for nitrogen-hydrogen ratios of a) 1:18 b) 
1:0 (zero hydrogen), c) 1:1, and d) 1:3. 
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l\Ig(NH2)2 state, the materiallithiates to a mixture of LiH, Li3N and l'dg3N2 , a reac­

tion differing from the traditional conversion reactions consisting of metal products 

in the lithiated state. At a mixture of 0.22 J\Ig(NH2 )2, where the capacity is at 

a minimum, magnesium metal appears as a product, more resembling conventional 

conversion reactions. From this point in the mixture, the capacity rises linearly with 

one change of slope at 0.33 Mg(NH2 )2, where pure boron also appears after lithiation. 

The capacities as a function of the mixture can be seen in the inset of Figure 3.7. 

The best theoretical capacity of the mixture occurs for pure 1vlgB2H8 . Fortu­

nately·, this material is also predicted to have the smallest increase in volume upon 

lithiation of only 42%, making it by far the most promising reaction. At 0.8 V with 

respect to Li/Li+, l\IgB2H8 converts to elemental boron, LiBH4 , and MgH2 , contract­

ing in volume by 2% with an uptake of 744 mAhg-1 . Boron and MgH2 react at 0.6 

V to form metal J\Ig, and LiBH4 , absorbing a further 248 mAhg- 1 , and expanding to 

11.2% of the initial volume, already an impressive capacity for the small expansion in 

volume. The bulk of the capacity comes from the final reaction at 0.5 V where LiBH4 

converts to boron and LiH, expanding to a final 43% with a final overall capacity of 

3969 mAhg- 1 . 

Ten other materials (also listed in Table 3.3) were identified among local ca­

pacity maximums as candidate materials, although they are not predicted to perform 

a:-; well as the above mixture on capacity or volume expansion. They are essentially 

mixtures of l\Ig(NH2 ) 2 , l\IgB2H8 , and Oumella's l\IgH2 anode along with components 

of initial metal boron. and l\Ig:3N2 . The largest expansion occurs in l\Ig(NH2 )2, where 

the volume increases by about 100%. which still compares favorably with silicon. 

Adding boron as in 2B + l\Ig(NH2 )2 yields a smaller 75% expansion but renders the 

reaction less competitive by lowering its lithium capacity from 3803 nL.:\hg- 1 to 2405 

mAhFC 1. An initial mixture of pure l\IgB2 H8 performs remarkably well on both ca­

pacity and \'olume expansion y·ielding 3969 mAhg- 1 with 43% expansion, significantly 
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lower than both the silicon and the MgH2 anodes. Surprisingly, the first step during 

lithiation in this compound should result in slight physical volume contraction. 



Table 3.3: Selected reactions at 300 K. 

Reaction 

1) Mg=l; B=O; N=2; H=4 (3803 mAhg-1 ) 

Discharged state: Mg(NH2 h 
I\Ig(NH2h -----+ 2LiH + Li2I\Ig(NH)2 

Li2I\Ig(NH)z -----+ LiH + Li2NH + Lii\IgN 
Li2NH -----+ LiH + Li3 N 

Final lithiated anode: 4LiH + Li3N + LiMgN 
2) Mg=5; B=8; N=2; H=36 (3836 mAhg-1 ) 

Discharged state: Mg(NH2)2 + 4MgB2H 8 

l\Ig(NHh + 4I\IgB2Hs -----+ 7LiBH4 + Lii\IgBN2 + 4:MgH2 
7LiBH4 + 4I\IgH2 -----+ 41\Ig + 7B +36LiH 

Lii\lgBN2 -----+ I\Ig + Li:3BN2 
Final lithia ted anode: 36LiH + LhBN 2 + 7B + 5Mg 
3) Mg=l; B=2; N=O; H=8 (3969 mAhg 1 ) 

Discharged state: MgB2H 8 

I\IgB2Hs -----+ 0.5B + 1.5LiBH4 + l\JgH2 
0.5B + I\IgH2 -----+ I\Ig + 0.5LiBH4 

2LiBH4 -----+ 8LiH + 2B 
Final lithiated anode: 8LiH + 2B + Mg 
4) Mg=l; B=l; N=O; H=5 (3336 mAhg-1) 

Discharged state: 0.5MgH2 + 0.5MgB2H 8 

0.5 I\IgB2Hs -----+ 0.25B + 0.75LiBH4 + 0.5I\IgH2 
0.25B + 0.5I\IgH2 -----+ 0.51\Ig + 0.25 LiBR1 

LiBH4 + 0.5I\IgH2 -----+ 0.51\Ig + B + 5LiH 
Finallithiated anode: 5LiH + B + Mg 

Capacity flLi 

(mAhg- 1 ) (Volts) 

1902 0.6 
951 0.4 
951 0.2 

787 1.0 
2853 0.5 
197 0.1 

744 0.8 
248 0.6 
2977 0.5 

534 0.8 
200 0.6 

2668 0.5 

Vol% 
inc 

34 
58 
95 

4 
46 
49 

-2.1 
11.2 
42.7 

-1.7 
8.9 
50.7 

0-1 
0 



Table 3.3: Selected reactions at 300 K cont. 

Reaction 

5) Mg=5; B=4; N=8; H=24 (3204 mAhg 1 ) 

Discharged state: 2B + MgB2H 8 + 4Mg(NH2)z 
2B + l\Ig(NH2)2 ----1- LiBH-t + Lil\IgBN2 

l\IgB2H8 + 0.25l\Ig(NH2)2 ----1- 1.75LiBH-t + l\IgH2 + 0.2.5Lil\IgBN2 

2. 75LiBH-t + 2. 7.5l\Ig(NH2)z ----1- 22LiH + 2. 75Lil\IgBN 2 
l\IgH2 ----1- 1\Ig + 2LiH 

-1Lil\IgBN 2 ----1- -11\Ig +4Li3 BN2 
Final lithia ted anode: 5Mg + 24LiH + 4Li3BN 2 
6) J\1g=2; B=2; N=1; H=11 (3513 mAhg 1) 
Discharged state: 0.5MgH2 + MgB2H 8 + 0.5Mg(NH2)z 

l\IgB2Hs + 0.25l\Ig(NH2)z ----1- 1. 75LiBH-t + MgH2 + 0.2.5Lil\IgBN2 
0.25LiBH-t + 0.25l\Ig(NH2)z ----1- 2LiH + 0.25Lil\IgBN2 

1.5LiBH-t + 1.5l\IgH2 ----1- 1..51\Ig + 1..5B + 9LiH 
0.5Lil\IgBN2 ----1- 0.51\Ig + 0.5LhBN2 

Final lithiated anode: 2Mg + 1.5B + LiH + 0.5Li3BN2 
7) Mg=3; B=1; N=2; H=O (719 mAhg-1 ) 

Discharged state: B + l\1g3 N 2 
B + l\Ig3 N2 --+ 21\Ig + Lil\IgBN2 

Lil\lgBN2 ----1- l\Ig + Li3 BN 2 
Final lithia ted anode: 3Mg + Li3BN 2 
8) Mg=1; B=1; N=2; H=4 (2792 mAhg 1 ) 

Discharged state: B + J\1g(NH2)z 
B + 0.5l\lg(NH2)z ----1- 0.5LiBH-t + 0.5Lil\IgBN2 

0.5Lil3H-t + 0.5l\Ig(NH2)z ----1- -1LiH + 0.5Lil\IgBN2 
Lil\IgBN2 ----1- l\lg + Li3BN2 

Final lithia ted anode: J\1g + 4LiH + Li3BN 2 
-

Capacity f/Li 

(mAhg-1) (Volts) 

178 1.6 
178 1.0 

1958 0.8 
178 0.5 
712 0.1 

562 1.0 
562 0.8 

2107 0.5 
281 0.1 

2-10 0.7 
-179 0.1 

399 1.6 
1595 0.8 
798 0.1 

Vol o/o 
1ncr 

7.-± 
8.6 

52.9 
58.8 
73.7 

3.3 
13.2 
51.6 
56.3 

57.9 
80.5 

19.5 
62.0 
81.8 

OJ 
f-' 



Table 3.3: Selected reactions at 300 K cont. 

Reaction 

9) Mg=1; B=2; N=2; H=4 (2405 mAhg '1 ) 

Discharged state: 2B + Mg(NH2)z 
2B + 1Ig(NH2)z ---+ LiBH4 + Li1IgBN2 

LiBH4 ---+ B + -!LiH 
Li1IgBN2 --+ 1\Ig + Li3BN2 

Final lithia ted anode: Mg + B + 4LiH + Li3BN 2 
10) Mg=2; B=O; N=3; H=6 (3048 mAhg 1 ) 

Discharged state: 0.12Mg3N 2 + 0.25MgH2 + 1.38Mg(NH2)z 
0.251IgH2 + 0.121Ig(NH2)z --+ LiH + 0.12l\Ig3N2 

1.251\Ig(NH2)z --+ 2 .. 5LiH + 1.25Li21\Ig(NH)z 
0.25Li21Ig(NH)z + 0.251\Ig3N2 --+ 0.5LiH + Lil\IgN 

Li21Ig(NH)z ---+ LiH + Li2NH + LiMgN 
Li2NH ---+ LiH + Li:3N 

Final lithiated anode: 6LiH + 1.67Li3N + 0.67Mg3N 2 
11) Mg=6; B=4; N=3; H=27 (3267 mAhg-1 ) 

Discharged state: 2.5MgH2 + 2MgB2H 8 + 1.51Vlg(NH2)z 
21\IgB2Hs + 0.51Ig(NH2)z --+ 3.5LiBH4 + l\IgH2 + 0.5Li1IgBN2 

LiBH4 + l\Ig(NH2)z --+ 8LiH + Lil\IgBN2 
2.5LiBH4 + -!.51\IgH2 ---+ -!.51\Ig + 2.5B + 19LiH 

1.5Lil\IgBN2 --+ 1.51Ig + 1.5Li3BN2 
Finallithiated anode: 6Mg + 2.5B + 27LiH + 1.5LhBN2 

Capacity llLi 

(mAhg-1 ) (Volts) 

687 1.6 
1031 0.5 
687 0.1 

277 0.7 
1385 0.6 
277 0.5 
55-! 0.-! 
55-! 0.2 

-!15 1.0 
830 0.8 
1711 0.5 
311 0.1 

---

Vol% 
incr 

35.7 
56.8 
7-!.9 

6.3 
33.2 
-!0.1 
55.1 
78.2 

2 .. 5 
18.7 
56.:3 
61.9 

- -------

I 

Ol 
tV 



Table 3.3: Selected reactions at 300 K cont. 

Reaction 

12) Mg=lO; B=13; N=3; H=60 (3555 mAhg -I) 
Discharged state: 0.25Mg3N 2 + 1.5MgH2 + 6.5MgB2H 8 + 1.25Mg(NH2}2 
0.25l\Ig3N2 + 0.1--!l\IgB2Hs + O.O--!l\Ig(NH2)2 ---+ 0.64 l\IgH2 + 0.29Lil\IgBN2 

--!.86l\IgB2H8 + 1.21l\Ig(NH2)2 ---+ 8.50LiBH4 + 4.86l\IgH2 + 1.21Lil\IgBN2 
1.5l\IgB2Hs ---+ 0. 75B + 2.25LiBH4 + 1.5l\IgH2 

0. 75B + 1.5l\IgH2 ---+ 1.51\Ig + 0. 75LiBH4 
11.5LiBH4 + Tl\IgH2 ---+ 71\Ig + 11.5B + 60LiH 

LSLil\IgBN2 ---+ 1.51\Ig + l.6Li3BN2 
Finallithiated anode: lOMg + 11.5B + 60LiH + 1.5LbBN2 

- --- -- --- ·- ---- ---- -- ----- --

Capacity 
(mAhg- 1 ) 

17 
535 
127 
39 

2673 
165 

flLi 

(Volts) 

1.1 
1.0 
0.8 
0.6 
0.5 
0.1 

Vol% 
1ncr 

0.3 
3.2 
2.8 
5.3 

--17.5 
50.1 

0) 
C;J 
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Figmc 3.7: Phases after lithiation of the 1v1g(NH2) 2 / MgB2H8 mixture. The left i:iidc 
of the graph rcprci:lents pure l\Ig(.\"H2 ):1 and on the far right ii:l pure Mgi32HR. The 
inset shows lit himn capacity as a function of the initial mixtme 

All of the react ion sets we have identified consist of mul t.i ple steps. This 

nat mally implies t Ita t the C-V traces in experimental measurements will have multiple 

steps corresponding to the lithium chemical potential for each successive reaction. 

Figure :u~ shows the idealized C-V curves predicted for the reaction sets in Table 3.3. 

\Vltilc H';wt ion 1 performs lH'tt<'r on volnm(' expansion, reaction 3 represents higher 

<'llcrg.v dcnsit_v due to the :1.1 \·olt reaction cmnpmTd with 3.0 volts for reaction 4. 

H<'tll<lrk<lhly. the hrst lit hiat ion step in systems :~ awl 4. with potentials of 2. 7 and 

2.!) \'olt s. lww wrv lov.; \'Ol11ltH' innTas<'s of D. 7/t and lt:l. 7%. rcspectiwly. 

3.5 INCLUSION OF BORONITRIDE 

It is itnpmtmil to note that in this stud.\·· the graphite like compound borotti-

t rid(' ( D\") was omit t <'d ('\'('tl though it is t henuod,\'llamicnll.v wry st n blc. This can 

lw justih('d by considering t hnt t h(' known synt b('sis tcclmiqucs of I3;\ require \'f'l'.\' 
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Figure 3.8: Idealized C-V plots versus Li+ /Li for selected mixtures. a) ~IgB2H8 , h) 
Mg(NH2h c) ~Ig(NH2 h + 4 MgB2H8 d) 2B + ~IgB2H8 + .J~Ig(NH2 )2 e) 0.5 I\lgH2 

+ MgB2H8 + 0.5 Mg(NH2h f) ~IgH2 + I\IgB2H8 . The corresponding reaction steps 
can be found in Table 3.3 

high temperatures far above typical operating temperatures for a lithium-ion battery. 

The synthesis technique with the lmvest temperature conmwnly used todCI~- reacts 

boric-acid \vith ammonia at 900°C per the reaction below. [69] 

Nonetheless, it is worth discussing the impact to the calculations \\·hen BN is in-

eluded. Generall~-, hexagonal BN is thermodynamicall~- preferred an~·\\-here in the 

phase diagram where both boron and nitrogen are present. This has an effect of 

greatly reducing the solution space of non gas emitting mixtures al-i well as reducing 
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the capacity of most existing solutions as many of them now contain essentially inert 

amounts of BN. Figure 3.9 below shows the pseudo-ternary phase diagram for an 

N:H ratio of 1:2 when BN is included as a phase. By comparing this with Figure 3.4, 

Figure 3.9: Pseudo-ternary phase diagram with N:H ratio of 1:2 with BN included as 
a candidate phase. 

it can be seen that a large region of the solution space has been converted to the 

forbidden gas emitting region. Including BN causes every reaction listed in Table 3.3 

to emit H2 except for those that either contain no boron (reactions 1 and 10), no 

nitrogen (reactions 3 and 4), or no hydrogen (reaction 7). Fortunately, the two high 

capacity MgB2H8 and Mg(NH2 )2 reactions discussed above fall under this category 

and survive the inclusion of BN. 
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3.6 INCLUSION OF CLOSOBORANES 

Ozolins, Wolverton, and Majzoub investigated lithium and magnesium closob­

oranes (Li2B12H12 , and MgB12H12 ) as intermediate phases in hydrogen storage reac­

tion of various borohydrides.[61] PEGS[60, 59] was employed in this work to predict 

ground state structures for these compounds. In the present work, these phases were 

neglected because they are not observed to form until 700-800 K in hydrogen storage 

experiments. [57] However, calculations using the resulting structures were added to 

the anode phase space to investigate their potential impact on the linear programming 

calculations. When included, the closoboranes appear as intermediate compounds in 

boron containing reactions. Finallithiated states are not affected except for reactions 

8 and 9. These two reactions have starting materials of Mg(NH2 )2 and varying amount 

of bulk boron and in both cases, including closoboranes causes NH3 gas production 

in the first step per the reaction below: 

Even these reactions can be salvaged by tuning the stoichiometry. Reaction 9 can be 

saved by lowering the nitrogen and hydrogen content by the amount in the produced 

ammonia. This results in the complex hut thermodynamically viable reaction detailed 

in Table 3...1. 

3.7 CHEMICAL POTENTIAL FOR GAS PHASES 

1Iissing from these calculations is the inclusion of the chemical potential for the 

gas phases(H2 , N2 , NH3 , and B2H6 ). A more precise treatment would have included 

the pressure dependent entropic term of the canonical ensemble for the gas phases 
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described by Equations 3.3 and 3.4 below. [28] 

(3.3) 

(3.-!) 

Here, f.1 is the chemical potential, n is the volumetric density, nq is the quantum 

concentration, T is the fundamental temperature, and rn is the mass of the gas species. 

Using the ideal gas law, the chemical potential can be related to any given partial 

pressure, and for real gases it can be similarly related to the fugacity. As we assumed 

a f.1 of 0, this implies a concentration equal to that of the quantum concentration. For 

the case of H 2 , under the ideal gas approximation, this implies an assumed pressure 

of approximately 11.5 GPa. At a standard pressure of 101 kPa, this would lov;er 

the free energy of H2 species by 0.301 e V per molecule destabilizing all reactions 

except for reaction 1, 3, 4, and 7. The fugacities required to inhibit gas creation were 

calculated for each gas species for each reaction and are tabulated in Table 3.5. This 

physical quantity represents the pressure that an enclosure around the material would 

be required to withstand to maintain a stable gas solid mixture if the gas was ideal. 

Table 3.4: Reaction 9 with closoboranes tuned to eliminate NH-, gas. 
Tieadion /If., \ 'ol 'X 

(\.olts) iii<T 
Mg=1; B=2: N=l.74; H=3.22 (2123 mAhg- ) 
Discharged state: 2B + 0.6 Mg,N~ + 0.81 Mg 3N~ 
2B + O.OGfllg3 N2 + fl.3!Jf~Ig(NH2h ---+ O.-l5Lif~Igi3N 2 + 0.13f~Igi312Hl~ O.G 20.2 
O.l5f~Ig(NH2 )2 + 0.13fllgl3uH12 ---+ 0.13f~Igi32HK + 0.15Li1lgi3N2 + 0.09Li21312Hl2 2.1 2:.u 
0.2Gfllg(NH2h + 0.06Li2B 12H12 ---+ O.-l-lLiBH 1 + 0.26LifllgBN2 2.2 :33.1 
0.13f~Igi32Hx ---+ 0.17LiBH4 + 0.131lgH2 + 0.01Li2B 12H12 2.G 3:3.3 
0.61LiBH4 + 0.13f~IgH 2 ---+ O.I:Jf~Ig + 2.09LiH + 0.05Li213l2Hl2 :J.O -l~.5 

Cl.09Li2Bl2Hlc ---t 1.1313 + l.I:JLiH :u 55.1 
0.87Lif~Igi3N2 ---+ 0.8/f~Ig + 0.87Li:1BN2 :u 12.9 
Final lithiated anode: Mg + 1.13B + 3.22LiH + 0.87LbBN2 
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\Vhile these results may at first seem devastating, one must keep in mind the 

limits of the ideal gas approximation. That is, while these were the tools most read­

ily available to make these calculations, one must consider the crudeness of using 

the ideal gas law, a theory which assumes zero interaction between particles, in con­

junction with the concept of the quantum concentration, a state in which component 

wave functions are in contact. There is reason, therefore, to suspect that the fugaci­

ties listed in Table 3.5 deviate significantly from the actual pressures that would be 

required of a container to maintain stability, although they might be useful quantities 

for determining the relative stability of each potential conversion material. 

3.8 CONCLUSIONS 

In conclusion, a new method is proposed to search for very complex conversion 

materials for reversible lithium-ion batteries using energies calculated from density 

functional theory. This method is adopted from the GCLP method[3] for hydrogen 

fuel cell reactions. Further refinement can be achieved by phonon calculations on each 

compound to produce zero point and temperature dependent energies. The method 

only reveals thermodynamic points of ma..ximum stability and says nothing about 

kinetics. Experimentation is needed to test viability. 

\Vith this method we have calculated a multi-component phase diagram for 

the Li-1\Ig-B-N-H system as a function of lithium electrochemical potential at 300 I\: 

and have identified several sets of multi-step reactions that are candidates as high 

capacity conversion materials. Reactions involving the release of hydrogen, nitrogen, 

ammonia, and diborane were discarded. The highest capacity reactions discovered are 

mainly mixtures (in the unlithiatecl state) of MgH2, Mg(BH4 )2, and Mg(NH2)2. The 

largest capacity material in the discharged state is found to be pure Mg(BR1)2, with 

a fully lithiated capacity of 3969 mAhg- 1 , resulting in Mg + 2B + 8LiH after lithium 

saturation. This material is also predicted to have the smallest volume expansion at 
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42% in the fully lithiated state which is suspected to be a predictor of good cyclabilit.y. 

This compares very favorably with competing materials, such as silicon, provided 

lithium mobility can be maintained. Pure Mg(NH2 )2 lithiating into 4LiH + Li3N 

+ LiMgN, with a predicted capacity of 3803 mAhg- 1 is the other leading reaction 

and is unique in that it does not rely on LiBH4 as a major component of capacity. 

It's volume, however, increases by a less competetive 95%. While inclusion of the 

hexagonal BN phase greatly reduces the solution space, it is argued that since it 

can only be synthesized at high temperatures, the action potential of a BN forming 

reaction can be assumed to be high enough to render the phase kinetically irrelevant at 

lithium ion battery operating temperatures. Including closoboranes shifts the phase 

diagrams to slightly less competetive regions but these are neglected since, again, 

they are only observed to form at high temperatures. A thorough experimental effort 

to explore the predicted high-capacity regions of the phase space may provide for 

fundamentally new lithium-ion conversion reactions. 



Table 3.5: Fugacities required for reaction stabilitY . . 
Reaction Fugacity H2 Fugacity N2 Fugacity NH3 

(KPa) (KPa) (KPa) 
1) I\Ig(NH2 )2 1.018 8.6. 10- 14 8.2 . 10--l 
2) I\Ig(NH2)2 + -± I\IgB2H8 5.3. 106 1.3 . 10-35 1.5 . 10-4 

3) I\IgB2H8 1.018 NA NA 
-±) 0.5 I\IgH2 + 0.5 I\IgB2 H8 1.018 NA NA 
5) 2 B + I\IgB2H8 + -± I\Ig(NH2 h 5.8. 106 1.8. 10-14 5.9. 106 

6) 0.-5 I\IgH2 + I\IgB2H8 + 0.5 I\Ig(NH2h 5.8. 106 2. 7. 10-35 2.3. 10-4 

7) B + I\lg:3N2 NA 1.8 . 10-59 NA 
8) B + I\Ig(NH2h 5.8. 106 1.8. 10- 14 5.9. 106 

9) 2B + I\Ig3N2 -±.9. 106 1.8 . 10-14 5.9. 106 

10) 0.12 I\Ig3 N2 + 0.25 I\IgH2 + 1.38 I\Ig(NH2 ) 2 2.5. 106 8. 7. 10-14 1.1-1o_4 

11) 2.5 I\IgH2 + 2 I\IgB2H8 + 1.5 I\Ig(NH2 )2 5.8 . 106 2. 7. 10-35 2.3. 10-4 

12) 0.25 I\Ig3N2 + 1.5 I\IgH2 . 3.9. 106 5.9. lo-35 1..5. 1o-4 

+ 6.5 l\IgB2H8 + 1.25 l\Ig(NH2)2 

Fugacity B2H6 
(KPA) 

NA 
8.2. 10-16 

8.2. 10-16 

8.2. 10-16 

5.6. 105 

8.2. 10-16 

NA 
.5.6 . 105 

5.6. 105 

NA 
8.2. 10-16 

8.2. lo- 16 

-1 

""'""' 
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4 DFT STUDY OF NANOCLUSTER LITHIUM BOROHYDRIDE 
ENERGETICS ON CARBON NANOSCAFFOLDS 

4.1 INTRODUCTION 

For hydrogen storage systems to be an economically viable means of energy 

storage for automobiles acceptable to an average customer, they will have to be 

competitive with petroleum in cost, energy stored per volume, and energy stored per 

mass. Currently, the target set forth by the United States Department of Energy is 

7.5% hydrogen content by mass for use by light duty vehicle[-55]. 

In order to find metal hydrides with large h~·drogen densities per mass, re-

searchers have focused on host materials with light metal atoms. \Vith a theoretical 

hydrogen storage capacity of 18.5% by mass, "'·ell above the DOE target, LiBH~ has 

garnered much attention from researchers as a potential hydrogen storage material 

with the capacity requirements suitable for light duty vehicles. The compound has 

two known possible desorption pathways described by equations -!.1 and -1.2, where re-

action 4.1 is how the bulk is observed to desorb with an enthalpy of 7-! kJ mol- 1 H2 . [-! 7] 

3 
LiBH.---+ LiH + B + -H·) 

-t 2 -

LiBH~ ---+ Li + B + 2H2 

( -1.1) 

( -1.2) 

Unfortunate}~·, in its bulk form, it is too stable for practical automotive use, releasing 

hydrogen only after heating to -100 °C. Further discounting the materiaL rev-ersibility 

is very poor as bulk LiBH~ rehydrogenates to only 8.3% after 200 minutes of 600 oc 
temperature and1.55 bar of pressure. Two primary strategies have been attempted to 

engineer composite materials around LiBH.t v:ith more practical properties. The first 

approach is to introduce catalysts such as Pt, Ni, and carbon nanomaterials. This 

has yielded some success in lowering the desorption temperature. Ball milling with 
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Ni, for example, has been shown to lower the desorption temperature to 300 oc but 

does not adequately improve the recharging conditions ( 600 °C, 100 bar for 30 hr to 

charge to 12 \vt%H2 ).[53] 

The second approach has been to confine the particle size of the metal hydride 

in order to evoke surface kinetics and thermodynamics more favorable to hydrogen 

release. The kinetic effect can be understood to be a result of the lower coordination 

number of the hydrogen atoms on the surface of the nanoparticle as compared to the 

bulk \vhich results in weaker bonding. The weaker bonding of the surface hydrogen 

atoms manifests as lower observed desorption temperatures. Ngene, Zwienen, and 

de Jong report a decrease in desorption temperature of approximately 100-150 oc 
after confining LiBR1 in a porous carbon with a surface area of 500 m2g-1 as mea­

sured by Brunauer-Emmett-Teller (BET). Reversibility is significantly improved by 

the nanoconfinement with the composite sample releasing 5.8 wt% H2 after being 

recharged at relatively mild conditions of 320 oc and 40 bar for 120 minutes. \Vhen 

combining the scaffolding with the Ni catalysts, reversible releases of 9.2 wt% H2 were 

reported. [53] 

The work of Liu, Peaslee, Jost and J\!Iajzoub,[35] sheds further light on how the 

decomposition pathways of LiBH4 may be altered by nanoconfinement. In that exper­

imental study, highly ordered nanoporous carbons were prepared by organic-organic 

assembly· of copolymers PEO-PPO-PEO with resols via an evaporation induced self­

a.ssernhl~· technique. This results in a carbon material with highly ordered pores 

featuring a very narrow pore size distribution as can be seen by the TEM imagery 

in Figure -!.1, and an average diameter of approximately 2 nm. LiBH4 was phys­

ically mixed and then melt infiltrated into the carbon pores at 300 oc and 60 bar 

of H2 . This composite material was dehydrogenated via increased temperature and 

rehydrogenated through cooling and H2 pressure. 
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Figure 4.1: TEM images of highly ordered nanoporous carbon of Liu et al.[35] 

The nanoporous carbon environment was found to have four important ob­

servable effects at the 2 nm pore size. 

1) XRD of the sample showed a lack of any LiBH4 signal. For an ordered material, 

one would expect to find the peaks found in bulk LiBH4 broadened by the small 

particle size. The lack of these broadened peaks suggests that it is amorphous 

at 2 nm confinement. This affect is not found in similar experiments of LiBH4 

confinement in 25 nm carbon aerogels. [20] 

2) Differential scanning calorimetry (DSC) data showed no heat of a phase tran­

sition from the orthorhombic to hexagonal phase typical of bulk LiBH4 , nor 

does it show heat of a melting transition, confirming that the material is trul~· 

amorphous. 

3) The temperature at \\'hich hydrogen gas was desorbed from the nanocomposite 

was reduced significantly to 220 °C as compared to 460 °C in the bulk. 

i) The release of diborane (B2 H6 ), which is observed in the desorption of bulk 

LiBH4 appeared to have been eliminated at the 2 nm pore size based on data 

from a gas analyzer hinting at a change in the reaction pathways. 
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As the authors state, it is unclear whether these observables are due to the 

s1ze effects of the nano-scaffolding or to the interactions of the hydride with the 

scaffolding carbon, which may cause lattice strains or other affects. Furthermore, it 

is very difficult to determine this experimentally as one cannot reduce the particle 

size \Vithout also increasing the interacting surface area. The problem lends itself, 

therefore, to first principles calculations to investigate the mechanisms of the changing 

chemistry. Size effects can be calculated with first principles, as was done in recent 

v.rork by l\lajzoub et al., in which a phase diagram of NaAlH4 hydrogen desorption 

reaction pathways was predicted as a function of nanoparticle size.[39] Adding a 

simulated carbon environment to the calculation allows one to compare the effects of 

size with the effects of carbon interaction. To gain understanding of the experimental 

effects reported by Liu et al., we attempt first principles calculations that model 

the LiBR1 hydrogen storage reactions in the nanoporous carbon environment. vVe 

also compare some of our results with DFT work done by Valencia et al. [78] on the 

adsorption of single lithium atoms on a graphite surface. 

4.2 METHODS 

4.2.1.DFT Methods. \Ve employ the VASP package to calculate total DFT 

energies as a function of geometric configurations of Li-B-H adsorbate compounds 

of varying particle size on a carbon surface. For the DFT calculations, the VASP 

1mckage[:J2, 3:3, 30, 31] was nsed \vith ion potentials represented with the projector 

augmented wave method (PA\V)[8, 34] in combination with the correlation-exchange 

functional of Perdew and \Vang.[63, 64] A plane wave energy cutoff of 600 eV was 

chosen for a basis set and because the unit cells for these calculations are very large, 

only one K-point at gamma was used for most calculations but selected runs were 

refined \Vith a 2x2xl Monkhorst-Pack grid. All structural parameters were relaxed 
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until the forces on the ions were below 0. 05 e V /A. Phonons and free energies at finite 

temperatures were not calculated for this study. 

4.2.2.Approximations. Modeling amorphous carbons with a large amount 

of disorder does not lend itself well to plane wave calculations and \vould be beyond 

the abilities of the available computational resources. As an approximation, we model 

the carbon environment as a single graphene sheet of infinite surface area and place 

the material of interest directly above the surface. The adsorbate material is then 

allowed to relax to a local minimum energy configuration. This was done for each 

component of the reaction: lithium, lithium hydride, boron and lithium borohydride 

at a varying number of formula units. 

Other approximations were made in this work that merit discussion. First, 

beyond our assumption that the host material is placed directly on a block of graphite, 

we neglect the affect of the graphene layers below the surface of the pore. \Yang et 

al. [81] in their DFT study of platinum nanoparticles adsorption on graphite, report 

that extra carbon layers beyond the first had no effect on their results. This makes 

intuitive sense given the electronic isolation of each carbon sheet in graphite, in which 

the carbon layers interact only through weak Vander \Vaals interactions. A study by 

Valencia et al. on lithium adsorption on graphite reports that while geometries are 

not significantly affected by the number of layers used, binding energies do increase 

by about 0.1 eV when a second layer is included, but a third layer adds no significant 

change. [78] \\;'e can thus presume that for the relatively strongl~· reacting adsorbates 

(lithium and boron), excluding the sheet will causes us to slightly underestimate the 

binding energies. 

The same study also finds significant effects from the number of k-points used 

on the bonding energ~· of the lithium adsorption system. The.'· note a change in 

bonding energy from 0. 76 e V for a single gamma k-point to 1.55 e V when using a 9 

k-points grid on their 32 atom system surfaC'e. They show that this is due to the 
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fact that in the gamma calculation, the first excited state is far above the Fermi level, 

which raises the resulting energy of the charge transferred from the lithium atom. For 

expediency, the bulk of our work was nonetheless done primarily with only a gamma 

k-point for the purpose of finding optimum geometries and only the final optimum 

configurations were recalculated with a Monkhorst sampling grid of 2x2xl. 

We also assume that the graphene sheet itself is not perturbed in any way by 

the active material. For example, we assume that the inter-atomic distance between 

the carbon atoms on the sheet when active material is adsorbed is the same as for the 

graphene sheet in isolation. In fact, calculations performed by Medeiros et al. [48] and 

duplicated by us predict that this may be a rough assumption. For example, DFT 

predicts that a single graphene sheet with full adsorption of lithium on either side has 

an inter-atomic distance between carbon atoms of 1.54 A versus 1.42 A for the isolated 

sheet. This can be understood from considering that the nearest neighbor distance in 

metallic lithium is 2.98 A in DFT calculation which is greater than the second nearest 

neighbor distances on the graphene sheet of 2.48 A on which the adsorbed lithium 

atoms reside. The sheet must thus expand to accommodate the repulsive forces 

between the lithium atoms. The presence of the lithium also causes a separation 

between nearest neighbor carbon in the direction perpendicular to the sheet. A 

graphic from Medeiros et al. shown in Figure 4.2 illustrates the perturbative effects 

of the lithium monolayer. Because of the need to reduce complexity, we nonetheless 

persist with this approximation. It is hoped that carbon expansion may be limited 

by the larger framework of the carbonaceous material as well as the small number 

of adsorbate atoms we use versus that of a monolayer. We note that allowing the 

carbon sheet to fully relax would result in lower energies and thus energies reported 

herein can be considered DFT upper bounds when compared with bulk energies. 

To calculate the effect of the rigid sheet approximation, VASP selective dy­

namics were used on selected samples to allow the 50 closest carbon atoms to the 



78 

y. 

L.• • • 
• • • • • • • 

Figure 4.2: Configuration of graphene with fully adsorbed lithium from Medeiros et 
al. [48] Carbon and lithium atoms are gray and red respectfully. 

adsorbate to fully relax. In the case of a single boron adsorbate relaxed directly 

above a carbon atom in the sheet (see Figure 4.3), relaxing the neighboring carbon 

atoms resulted in calculated C-C bond lengths of 0.146 nm, only 4 pm above unper­

turbed 0.142 nm of C-C bonds in graphene. The next nearest bond was 0.144 nm and 

the next after that was back to the unperturbed 0.142 nm (see Figure 4.4). The total 

relaxation resulted in a total decrease in energy of 115 eV. 

Figure 4.3: Boron adsorbate system in which the 50 nearest atoms (cyan) were allowed 
to relax in order to estimate the effect of the rigid sheet approximation. 
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Figure 4.4: Changes in C-C lengths as a result of a boron adsorbate. 

4.2.3.Calculations. To isolate size effects, energies were calculated for nano 

particles of Li , B, LiH, and LiBH4 for 1, 2, 3 and 4 formula units. The nano-pegs 

method of Majzoub et al.[39] (see Section 2.7.3 was used to generate geometries for 

the ionic LiBH4 and LiH. In this method, designed for ionic compounds, a simplified 

Hamiltonian involving only electrostatic pair potentials is used to search configuration 

space for minimum energy configurations using Monte Carlo methods. For the non­

ionic lithium and boron particles, multiple configurations were relaxed in DFT and 

the geometry with the lowest energy was chosen for comparisons in this study. 

The adsorption nergies were obtained using the following method. First, a 

single primitive cell of graph ne was relaxed. For this step only, the cell size was also 

allowed to relax until stresses were less than 0.1 Gpa. A z-direction cell length of 16 A 

was used to provide a vacuum layer so as to minimize the effects of periodic image 

interaction. From this relaxed structure, a (7x7x1) supercell was created resulting in 

a sheet of 98 carbon atoms as seen in Figure 4.5. Calculations are then accomplished 

by placing adsorbed materials on the sheet at chosen locations and orientations and 

allowing ions to relax. In the relaxation, the dimensions of the supercell are static, 
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and only the adsorbed materials are allowed to move within the cell while the carbon 

atoms are kept fixed. The energy of the absorbed material Ead is then calculated as 

follows: 

E _Eas-Es 
ad-

f.u. 
(4.3) 

where Eas is the total DFT energy for the adsorbate relaxed onto the sheet, Es is 

the total energy of the sheet in isolation, and f.u. is the number of formula units. 

Preliminary charge density calculations of a single formula unit of LiH or LiBH4 

Figure 4.5: Super cell of graphene sheet approximating nano porous material. 

revealed very little charge transfer from the complete ionic units to the graphene 

sheet as can be seen in the charge density plot of Figure 4.6. This suggests that for 

the case of the ionic compounds on a perfect sheet, long range Vander Waals forces 

are important which unfortunately, the GGA potential as used in DFT is unable 

to accurately describe. The VASP package offers the option of including a semi­

empirical Van der Waals pair potential following the method of Grimmes [18). For 

comparative purposes, many calculations in this effort were performed in duplicate 
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once with and once without this empirical correction. We will see however, that very 

little qualitative effect was found beyond a small number of slight variations in the 

ionic configurations described below. 

Figure 4.6: Charge density plot of LiBH4 relaxed onto graphene sheet. 

4.3 CONFIGURATION STUDIES 

Configurations studies were done to make the best possible guess of t he ground 

state configurations for adsorbed nanoclusters of 1, 2, 3 and 4 formula units of lithium, 

boron, LiH, and LiBH4 . This was accomplished by placing the nanoparticles in dif­

fering orientations above each of the three sites in graphene: directly above a carbon 

atom, directly above a hexagon center, and directly above a carbon bond, and al­

lowing the system to relax onto the sheet into a meta-stable configuration. The final 

lowest energy configurations achieved are those used in the final analysis. 

4.3.l.Lithium. The relaxed locations and energies from the lithium config­

uration are summarized in Figure 4. 7. One notes that the lowest energy configuration 

for a single lithium atom is in the center of a hexagon as is the case for a LiC6 . Bader 
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Figure 4.7: Configuration studies for lithium. The ground state energies are high­
lighted. 
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analysis[23] indicates 89% charge transfer from the lithium atom to the graphene 

sheet over which it appears to be evenly distributed. At two formula units, when 

the lithium atoms are placed on neighboring carbon atoms or even two carbon atoms 

separated by a common neighbor, the lithium relaxes to a position slightly off center 

from the carbon atom in opposing directions, a symptom of the fixed carbon lattice 

not allowing a natural lithium separation distance. Here we see our first difference 

in ground states when including Grimmes dispersion energies. \Vithout them, the 

system finds lowest energies when the two lithium atoms are stacked vertically above 

the sheet. \Vith dispersion included, the system prefers the horizonallayout in which 

the two atoms are pushed out almost to the hexagon center. Both cases enjoy over an 

85 me V difference between their ground states and the states of next lowest energy, 

strongly demonstrating an example in which including the Van der \Vaals term re­

sults in a different configuration. This is somewhat surprising, since significant charge 

transfer to the carbon atoms which would suggest trivial dispersion forces. At three 

formula units, both with and without dispersion forces, a vertical triangle above the 

sheet is preferred to a horizontal triangular arrangement. The four formula unit sys­

tems also finds agreement with both methods preferring a pyramid structure. From 

this we can presume that lithium will not absorb as a monolayer on pure graphene, 

but will instead find a stacking pattern which yields the best energetic compromise 

between optimal lithium metallic electTOn delocalization and carbon surface bonding. 

The single lithium atom results agree well with the Valencia study[78] which 

also finds preferential geometry with the lithium atom on top of the hallow center 

of the hexagon. That work also has excellent charge density plots that clearly show 

charge transfer from the lithium s shell to the 1r bonds closest to the lithium atom 

as well as some decrease in charge from the sigma bonds of the same atoms. Our 

bonding energies find good agreement \vith theirs at gamma within 10 me V and our 
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2x2xl calculation is within 20 me V of their 9 k-point system supporting the efficacy 

of the approximations we have made. 

4.3.2.Boron. The results summary of the boron study can be found in Fig­

ure 4.8. Contrasting with lithium, a single atom of boron preferred residing directly 

above a carbon atom consistent with directional p shell bonding instead of over a 

hexagon center. Switching the boron atom with the carbon atom in the lattice was 

found to increase the energy by more than 2 e V ruling out the possibility of boron 

displacing carbon atoms in a perfect sheet. \Vith two boron atoms, two stable con­

figl.trations were found. In the first, boron atoms are placed on consecutive carbon 

atoms, and in the second boron is stacked vertically on a carbon atom. Initial config­

urations of spaced boron atoms on the sheet would rela..x to a stacked configuration. 

As was the case for lithium, stacking above the sheet was preferred to layering by 

350 me V. At three and four units the preference for conglomerating born to layering 

the carbon persisted in triangular and square planar configurations. 

4.3.3.Lithium Hydride. Lithium hydride results are summarized in Fig­

ure 4.9. A broad configuration study was only completed for one formula unit. Very 

little charge is transferred from the ionic unit to the sheet suggesting that Van der 

Waals forces play a critical role. Indeed, as can be seen in the table, without Van 

der Waals forces being considered, relatively large energetic changes are onl~· found 

by inverting the ionic unit resulting in a 220 me V preference for the lithium atom 

facing the sheet while shifting the unit over the carbon from the hexagon center to 

directly over a carbon atom results in a change of only 21 me V. Including the empirical 

vdw correction, however, results in the hexagon center being a favorable position by 

140 me V. Energies at higher formula. units were accomplished by placing nanoparticles 

from nanopegs[39] onto the sheet with a lithium atom facing the hexagon center. For 

these number of formula units, the favorable energy state was fotmd to be a planar 

ring of alternating atoms again with small amounts of surface interaction. 
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Figure 4.9: Configuration studies for lithium hydride. The ground state energies are 
highlighted. 
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4.3.4.Lithium Borohydride. The LiBH4 study was accomplished in a sim­

ilar fashion to LiH with similar results and negligible charge transfer to the graphene. 

The results are summarized in Figure 4.10. A configuration with the positive lithium 

cation facing the sheet favored the inverted configuration by 178 me V and the hexagon 

center favoring the top of a carbon atom by 15 meV. Nano particles generated from 

nanopegs[39] were all planar rings similar to that of LiH, and were also the lowest 

energy structures found when placed on the sheet consistent with a small amount of 

interaction. 

4.4 WETTING ENERGIES 

Wetting energies are defined in this work as Ead - Ebutk to convey the energy 

gained or lost from bulk material entering the pores and adsorbing onto the surface. 

These are plotted in Figure 4.11 for both the case of the empirical vdw potential 

being included and omitted as well as well as the results when using a 2x2x1 k­

point grid. Also plotted are the energies of the isolated nano particles relative to 

bulk defined as Enano - Ebutk which were calculated without the correction. One 

first observes that all configurations yield positive wetting energies in contradiction 

with experiment indicating the model of a pure graphene sheet does not accurately 

capture the physics. We also note that for all four materials, the wetting curves follow 

almost identical trends when enabling and disabling the empirical vdw correction. For 

lithium, the vdw term lowers the wetting energy between 150 and 230 me V and for 

the other systems, it raises the energy between 150 and 380 me V. While these offsets 

are somewhat large, including the Grimmes Vander Waals potentials does not appear 

to add anything qualitatively significant to our analysis. The plot also reveals small 

differences between the adsorbed and isolated nanoparticles which can be thought of 

as bonding energies. Lithium shows a lowering of the energy (370meV/fu at 4fu), 
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consistent with the large amount of charge transferred to the sheet seen in the Bader 

analysis. [2~3] Boron, LiH, and LiBH1 haw nearly identical energies when compared to 

their isolated particles counterparts indicating almost no surface interaction. 
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Ead with EBulk· \Ve therefore alter our model to allow for defects in the lattice to 

more accurately represent the amorphous nature of the carbon which \Vill invariably 

include defects such as atomic vacancies, grain boundaries for very small graphitic 

domains, and impurities such as oxygen. Specifically, we introduce a single vacancy 

by removing a carbon atom from the supercell sheet and allowing the resulting sys­

tem to relax to an equilibrium configuration as shown in Figure 4.12. To investigate 

Figure 4.12: Simulated amorphous carbon with a single vacancy. 

the effects of defects in the lattice on wetting energies, single formula units of the 

compounds were placed above the vacancy and allowed to rela..'< while keeping the 

carbon fixed. \Vetting energies are now defined as 

( 4.4) 

vVhere Etl'L' is the wetting energy, Ear is the DFT energy of the adsorbate in the 

vacancy, and Ev is the energy of the vacancy defined as the DFT energy of the 

isolated graphene sheet in which one carbon atom is missing. Figure 4.13 summarizes 

the resulting configurations and energies. As expected, boron finds a natural place 

in the lattice participating fully in the sp2 bonding skeleton yielding a dramatic 6 e V 

reduction in energy as compared to the boron alpha bulk phase. As can be seen in 
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Table 4.3, this causes desorption reactions to be strongly downhill which may indicate 

why a large amount of capacity is immediately lost with respect to bulk as much of the 

boron is immediately trapped by strong bonding with unsaturated carbon. A lithium 

Boron Lithium 

~ II 
LiB~ LiH 

• • .. rl 
Figure 4.13: Relaxed wetting configuration of species in LiBH4 desorption on the 
carbon vacancy. 

atom relaxes to a minimum 1.6 A above the vacancy with roughly the same amount 

of charge transfer according to Bader analysis but with an energy 1.8 e V lower than 

on the pure sheet. Lithium hydride is seen to react strongly with the vacancy by way 

of the hydrogen atom disassociating and bonding to the one of the border carbons 

lowering the energy by 2.86 eV, achieving a strong wetting of 2.07 eV. LiBH4 achieved 

the weakest wetting energy of only 0.86 eV as result of simple relaxation whereby 

two hydrogen atoms disassociated from the unit to bond with dangling carbon bonds 

in the vacancy. This configuration still leaves two H atoms bonded to the boron 

atom perhaps explaining the B-H stretching and bending modes observed by Liu et 

al. in FTIR measurements[35] without necessarily requiring LiBH4 to exist in the 

carbons at all. An even lower energy can be obtained by manually moving a third 

hydrogen atom to the vacancy achieving a wetting energy of 1.48 e V with a single 
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hydrogen atom remaining attached to the boron atom although this configuration 

may be kinetically suspect as it was not achieved by a strict relaxation. VASP linear 

response[15] was used to calculate phonon energies for the B-H bonds and are listed 

in Table 4.1 in which rough agreement can be seen with the FTIR result. One would 

suppose that if this configuration indeed occurs, it would disappear permanently after 

the first dehydrogenation, in which, in the absence of hydrogen, the boron atom would 

take full occupancy of the vacancy. 

Table 4.1: B-H stretching and bending mode frequencies calculated at gamma by 
VASP linear response for bulk and various configurations of BH4 in the vacancy. 

System Bending( cm-1) Stretching( em - 1 ) 

Experimental Bulk LiBH4 [17] 1090-1099 2157-2177 
Experimental LiBH4 in Carbon[35] 1100 2200-2300 
DFT Bulk LiBH4 1066-1304 2348-2439 
DFT BH4 in vacancy with 1 H on boron 1056 2149 
DFT BH4 in vacancy with 2 H on boron 1037,1243 2027,2211 

A unit of diborane was also placed on the vacancy and was seen not to interact 

(all H atoms remaining intact on the gas molecule) suggesting that the suppression 

in B2H6 release is not caused by direct adsorption of the complete gas unit into 

the carbon framework. It is more likely due to boron reacting strongly with carbon 

defects as the molecule traverses the carbon pores causing it to decompose into carbon 

bonded boron and H2 gas. This is also consistent with the experimental result that 

diborane is seen at larger particle sizes ( 4 nm and 6 nm) in which there is less surface 

interaction. This unfortunately would suggest that the lack of B2H6 does not indicate 

any active material being saved, but simply more boron being trapped in carbon 

vacancies. Experiments in which hydrogen cycling is repeated several times could 
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test this hypothesis. If after repeated cycling, B2H6 reappears, it would indicate that 

the vacancies have saturated, thus denying this mechanism to diborane suppression. 

Continued diborane suppression might suggest that it is instead a result of some 

catalytic effect of the surface interactions or a change in reaction pathways due to the 

small particle sizes. 

4.6 MAGNESIUM HYDRIDE WETTING 

As a further validation of our model we compare the calculated wetting energies 

of LiBH4, \vhich easily wets the carbon in experiments[35], with that of IVIgH2 , which 

does not, and requires either a wetting layer precursor of Ni or Cu nanoparticles[l9], 

or else initial adsorption of MgBu2 which reacts to form methane and l\IgH2 .[54] A 

single unit of MgH2 was placed above the vacancy with two initial positions and was 

allowed to rela.."'C onto the vacancy. In the first initial configuration, the two hydro­

gen atoms faced the vacancy, and the system relaxed such that the two hydrogen 

atoms disassociated from the magnesium and bonded to the carbon, and the mag­

nesium atoms retreated to an isolated distance 3.3 A from the sheet. With an initial 

configuration of the Mg atoms facing the vacancy, the Mg atom bonded with the 

dangling bonds and the two H atoms formed an independent molecule of H2 . Both 

configurations resulted in energies higher than a single formula unit of MgH2 in the 

bulk agreeing with observations that l\IgH2 does not naturally wet pure carbons. The 

same calculation wa.s done for a single l'vig atom which also showed positive wetting 

energies, again agreeing with difficulties seen in infiltrating magnesium metal. 

4.7 BORON DOPED GRAPHENE SHEETS 

Placing the single formula unit nanoparticles directly above the trapped boron 

atoms was also attempted to evaluate whether the effective boron doping might also 
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have a wetting effect. The resulting wetting energies can be seen in Table 4.2. While 

a single hydrogen atom will bond with the doped boron, adding a second hydrogen 

atom and allowing the system to relax, will cause both of them to separate from the 

sheet and form an H2 molecule. This result suggests that the trapped boron atoms 

can act as catalytic centers for hydrogen desorption, perhaps improving kinetics, and 

explaining in part the lowered observed desorption temperatures. 

Table 4.2: Wetting energies of various compounds for 1 fu adsorbate on both a perfect 
graphene sheet and one with a single vacancy. Note the positive energies for all 
compounds on the perfect sheet showing the need for vacancies to account for wetting. 
Also note the positive wetting energy of MgH2 on the vacancy which is experimentally 
observed not to wet nano-porous carbons. 

Adsorbate Wetting of Wetting of Wetting of Wetting of 
perfect slab vacancy boron dopant B-L surface 

~ad- ~bulk(e\1) ~wv(e\1) ~BD- ~Bulk(e\1) ~BL- ~Bu/k(e\1) 
LiBH4 0.9799 -0.858 0.897 1fu: -0.515 

-lfu: -1.035 
LiH 2.0714 -0.785 1.658 0.161 
Lithium 1.0493 -0.753 -1.126 0.556 
Boron 6.0644 -5.799 3.605 4.653 
MgH2 2.1714 0.762 - -

Mg 1.43 0.611 - -

Given the energetics, it can be imagined that after hydrogen cycling, most of 

the vacancies are filled with boron atoms. The results of Table -1.2 for LiBH4 indicate 

that in this state we once again lose LiBH4 wetting. However, since lithium does 

exhibit considerable wetting energies on the boron doped surface, we can consider a 

new surface in which lithium atoms are wetted to the boron dopants. Calculating 

DFT results for LiBH4 placed on this new surface (Figure -1.14) results in a wetting 
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energy of -0.52 e V compared to bulk. When this calculation is performed with the 

four formula unit particle as the adsorbate, a wetting energy of -1.04eV is the result 

which accounts for the LiBH4 remaining in the pores after multiple hydrogenation 

cycles even after vacancies have been filled. LiBH4 particles strongly anchored to the 

surface in this manner may also be a source of lattice strain that destroys the local 

order, tending to amorphize the LiBH4 . If indeed lithium anchoring is the key to 

wetting, then another lithium insertion site studied by Mochida et al. [51] that exists 

on the surfaces of graphite clusters perpendicular to the hexagonal plane may also be 

responsible for wetting. As these sites are shown to have energies lower than in LiC6 , 

it is possible that at higher temperatures and larger nanocluster sizes of lithium, the 

boron atom is not even necessary. 

Figure 4.14: LiBH4 on a boron dopant which has been wetted with lithium. 

4.8 COMPARISON OF SURFACE EFFECTS WITH SIZE EFFECTS 

With the calculated results from our improved defect model described above, 

we calculate the energies of the LiBH4 desorption reactions. The results are sum­

marized in Table 4.3 and plotted in Figure 4.15. One can clearly see that reactions 

involving the vacancies have become strongly downhill to the extent that one would 
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expect these reactions to take place immediately upon infiltration. The reaction en­

ergies of the isolated nanoparticles are strongly uphill and become more so as particle 

size is decreased suggesting that size effects alone would in fact cause much higher 

desorption temperatures. This can be understood as being due to the product metal 

nanoparticles being of high energy as the delocalization of their conduction electrons 

is significantly limited. Majzoub et al. [39] found similar results calculating reaction 

energies of N aAlH.,~ nanoclusters. The exception is the desorption of LiH which shows 

a trend of decreasing reaction energy with decreasing particle size. Wagemans et 

al. [79] finds a similar trend with MgH2 particles suggesting that perhaps it is only 

the hydrides with complex anions whose enthalpies worsen with decreased cluster 

size. These calculations strongly suggest, therefore, that lower desorption temper­

atures observed are a result of interaction with the amorphous carbon and not the 

nanoconfinement. The plots of Figure 4.15 nonetheless show that the interaction 

with the surface has an overall effect of decreasing desorption energies as compared 

with the isolated nano-duster systems. There is some question as to whether the 

dehydrogenated state of the adsorbate is that of reaction 1 in Table 4.3 (LiH + B) or 

reaction 2 (Li + B). The column for reaction 3 shows the energy differences between 

the two states. The interaction we see of lithium with all of the surfaces including 

pure graphene (see Figure 4.11) relative to the other phases including LiH suggest 

more likelihood that lithium metal is the dominant product, making reaction 2 the 

favored pathwa_\·. In fact, it appears both size effects and carbon interaction work in 

favor of lithium being the reaction product of choice. In the proximity of a boron 

dopant atom where lithium is the only wetter, the energetic case is even stronger. 
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Table 4.3: Reaction energies per molecule H2 released for four reactions calculnted 
on different surfaces. To show the change in reaction pathwnys bct\veen a product of 
LiH and metal lithium, the lower energies for each surface are in bold face. 

Reaction Reaction 1 Reaction 1 R0action 3 Reaction 4 

LiB4 ---+ LiB1 ---+ LiH ---+ H in vac ---+ 
. ·~ 

LIH + B + 2H2 Li + B + 2H2 L' I 
1 + 2 H2 

Bulk 0.73 0.99 1.76 .\A 
V a.cancy lfu -3.09 -1.86 1.82 0.88 
Boron Dopant lfu 3.64 1.78 -3.80 .\A 
Li-B surface lfu 4.29 3.85 2.55 .\A 
carbon lfu 5.5 4.05 -0.28 .\A 
carbon 2fu 4.26 3.51 1.25 .\A 
carbon 3fu 3.18 2.70 1.26 .\A 
carbon 4fu 2.61 2.36 1.62 .\A 
Nauo lfn 5.82 4.53 0.68 .\A 
Nauo 2fu /1.54 3.76 1.4 .\A 
1'\ano 3fu 3.25 2.94 2.01 .\A 
I'\ ano 4fu 2.71 2.61 2.29 .\A 

Reaction Energies as a Function of Cluster Size 
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4.9 CONCLUSION 

Roughly modeling amorphous carbon with DFT using a graphene sheet suc­

cessfully reproduces several experimental results if one also introduces vacancies in 

the graphene \Vithout which even simple wetting cannot not be explained. We pro­

pose a stable wetting mechanism for LiBH4 in which the BH4 anions are bonded to 

ionic lithium which has transferred its charge to a boron dopant on the surface. We 

suggest that the amorphous nature of the nanoconfined LiBH4 could be a result of 

strong surface interaction with boron atoms that have been trapped by pre-existing 

vacancies in the carbon. vVe suggest that diborane gas reduction is also due to boron 

trapping and that lithium is the more likely reactant instead of LiH as seen in the 

bulk. This change in reaction pathway may be another explanation for the lack of 

observed B2 H6 for all surface environments proposed. The energies of reactions are 

increased as compared to bulk suggesting that the lower desorption temperatures 

must he kinetic in nature via a catalytic effect that remains unknown. 
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5 CONCLUSIONS 

The first-principles studies detailed in this thesis, using the density functional 

theory framework, have resulted in several interesting theoretical finds for the ther­

modynamics of the studied energy storage systems. We hope that the insights made 

from these calculations may in a small way add to the understanding of the mate­

rials on which there is currently a great deal of interest as potential energy storage 

applications of the future. 

In the first, we pursued the largely unexplored possibilities of using metal 

hydrides for lithium-ion batteries. Having started with the method developed by 

Ackbarzadeh et al. [3] to determine phase diagrams of hydrogen storage reactions, 

and adapting the grand canonical ensemble such that the electrochemical potential 

of the lithium ions is varied instead of the H2 chemical potential, we have calcu­

lated the thermodynamic viability of metal hydrides in the Li-1\Ig-B-N-H system as 

lithium-ion battery anodes at 300 K. To eliminate mixtures that are most obviously 

irreversible, reactions that involve gas evolution were precluded. The result is 12 new 

candidate chemistries that have theoretical capacities between 2 and 10 times that 

of a today's commonly used graphite anode. Furthermore, the expansions in volume 

of these chemistries are all relatively mild(between -13% and 95%) when compared to 

that of silicon( -100%) which is thought to be an important quantity to minimize for 

achieving good cyclability. In comparison with an experiment performed to charge 

cycle Li4BN3H10 , we find excellent agreement in terms of the capacity predicted for 

each plateau when extracting lithium from the material. 'Nhen pushing lithium into 

the material, the lengths of the plateaus were predicted to be much larger than \Vas 

found hy experiment suggesting that there are significant kinetic barriers to forming 

the relevant imides, amides, nitrides and boronitrides. \Ve recommend experiments to 

charge cycle the predicted 12 material mixtures to observe their actual performance. 
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This method of searching stoichimetry space for interesting reactions is completely 

transferable to other chemical systems assuming energies can be calculated for a rea­

sonably large phase space of the candidate compounds in the system. 

DFT was also used to perform surface calculations that roughly model hydro­

gen desorption LiBH4 confined to nanosizes by nanoporous carbon scaffolding. An 

amorphous carbon environment was approximately modeled as a sheet of graphene 

with a single carbon atom missing from the lattice. Nanoparticles of adsorbate LiBH4 

of varying particle size were placed upon the vacancy and allowed to relax. The re­

sulting total energies were used to calculate wetting strengths as well as desorption 

energies of the material in the carbon environment. We predict that lithium atoms 

will strongly wet vacancy sites that have become occupied by boron atoms, and that 

these electron depleted lithium atoms can act as anchoring sites to LiBH4 as they 

attract BH4 units, thus explaining how LiBR1 easily wets nanoporous carbons in ex­

periment. This strong interaction with the carbon surface also provides a possible 

explanation for why the compound becomes amorphous at very small pore sizes. 

The large negative wetting energies of boron in the vacancy also supports a 

possible mechanism responsible for the lack of observed diborane gas (B2H6 ). \~le 

propose that as diborane molecules traverse the carbon, they encounter vacancies at 

which they instantly decompose into trapped boron and hydrogen gas. This the­

ory can be tested by repeated hydrogen cycling to see if vacancy saturation can be 

achieved at which point B2H6 would be expected to reappear. The calculated reaction 

enthalpies seem to favor lithium as a product of desorption instead of LiH, which is 

favored in decomposition of bulk LiBH-1. Such a change in the reaction pathway clue 

to the surface offers another possible explanation for the lack of diborane gas. Calcu­

lated energies for the adsorbate product and reactant phases, and also for the isolated 

nanoparticles exhibit a trend of increasing reaction energies with decreased particle 

sizes. This suggests that the thermodynamics of the system are made considerably 
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worse by the small size, although slightly improved by the surface interaction. This 

leads one to conclude that the lower observed desorption temperatures are a result of 

improved kinetics provided by either size effects, or a catalytic source on the surface. 

We show that when we introduce an additional hydrogen atom to a hydrogen atom 

bound to a trapped boron atom, the two will leave the surface together to form a 

molecule of H2 upon relaxation. It is therefore proposed that the boron dopant may 

be a source of the catalysis. 



APPENDIX A. 

COMPUTATIONAL SCRIPTS 
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SHIFT ATOMS 

The Shift_atoms script can be used to translate and rotate specified atoms 

within a POSCAR file. The script takes nine consecutive arguments described below 

to perform the transformation. 

1) Specifies the POSCAR file 

2) Specifies the beginning atom of the atoms to be specified 

3) Specifies the Final atom of the atoms to be specified 

4) Translate X 

5) Translate Y 

6) Translate Z 

7) Rotate around X axis 

8) Rotate around Y a. "Xis 

9) Rotate around Z axis 

shift_atoms.sh 

1 #f/bin/sh 
# .s h if t and r o t a t c .s cl c c t c d at o m s on a PO SCAR i n c a r t e .s i u n c o o r d i n u t c .s 
#usc as ""shift_atoms poscar_o.f_chO'ice atom_start atom_cnd .r_shi.ft 

y_shi.ft ;;_.shift 

Pre_FOSCAR=$1 
6 atonLst art=$2 

atom_end=$3 
shifLx=$4 
s hi fLy=$5 
shifLz=$6 

11 roLx=$7 
rot _y=$8 
roLz=$9 

if [ -z ··$1·· 



16 then 
echo ''usage: shifLatom POSCAR atom_start atom_end shift_x shifLy 

shifLz roLx roLy roLz (rot is optional) " 
exit 
fi 

21 #format ?OSCAR 
fix_posear $Pre_POSCAR > tmp_posear 

POSCAR=tmp_posear 

# get inverse lattice vectors 
26 P 0 S _in verse _l at_ vee tors $P08CAR > tmp_iu verse 

#convert to XYZ and move to origin 
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fix _pose ar $P08CAR I awk -f ~/a w kfiles /P08toXYZ .awk 
tmp_xyz_all 

I tail -n +3 > 

#cut out atoms to be moved 
31 sed -n ${atom_start} ,${atonLend}p tmp_xyz_all > tmp_xyz_init 

#find first atom's distance to origin 

36 

Rl=·sed -n lp tmp_xyz_init I awk '{ print $2 } '' 
R2=·sed -n 1p tmp_xyz_init I awk '{ print $3 } '' 
R3='sed -n lp tmp_xyz_init I awk '{ print $4 } '' 

# rotate structure. Theta zs zn degrees. euler script requires an 
angle and a Totation axis so this is done for each cad axzs 

if [ $roLx -ne 0 ] II 
then 

$rot_y -ne 0 ] II $ roLz -ne 0 ] 

41 #move unit to ongen 
awk -v R1=$R1 -v R2=$R2 

. ($2-Rl) , ($3-R2) 
awk -v theta_deg=$roLx 

-v R3=$R3 • {print£(" %5.16f %5.16f %5.16f \n" 
($4-R3)) } ' tmp_xyz_init > tmp_origin 

-v Ux=l -v Uy=O -v Uz=O -f /U1/masont/awkfiles/ 
euler_rotate .awk tmp_origin > tmp_rotated_x 

awk -\' theta_deg=$roLy -v Ux=O -v Uy=l -v Uz=O -f /Ul/masont/ awkfiles/ 
euler _rot ate .awk t mp_rotatecLx > t mp_rotated -Y 

awk -v theta_deg=$roLz -v Ux=O -v Uy=O -v Uz=l -f /U1/masont/ awkfiles/ 
euler_rotate .awk tmp_rotatecLy > tmp_rotated 

40 #shift back fr-om origen 

51 

awk -v Rl=$Rl -v R2=$R2 -v R::F$R3 {printf(" %5.16f %5.16f %5.16f \n" 
($l+Rl) . ($2+R2) ($:HR:3)) } ' tmp_rotated > tmp_pre_shift 

else 
awk {print $2 ·· " $3 " ·· $4 } · tmp_xyz_init > tmp_pre_shift 
fi 

#shift stnuture in angstroms 
awk -v Sl=$shift_x -v S2=$shift_y -v 83=$shifLz ' {printf(" %5.16f 

%5.16f %5.16f \n". ($1+81) . ($2+82) . ($3+83)) } ' tmp_pre_shift 
> tmp_shifted 

invXl='sed -n lp tmp_inverse 
invY1 ='sed -n 2p tmp_inverse 

awk 
awk 

{ print $1 } 
{ print $1 } ' 
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invZ1='sed -n 3p tmp_inverse awk { print $1 } ' 

61 
invX2='sed -n 1p tmp_in verse awk { print $2 } 
invY2='sed 2p tmp_in verse awk ' { print $2 } -n 
invZ2='sed -n 3p tmp_in verse awk { print $2 } 

66 itwX3='sed -n 1p tmp_in verse awk { print $3 } 
invY3='sed -n 2p tmp_inverse awk { print $3 } 
in vZ3 ='sed -n 3p tmp_in verse awk { print $3 } 

awk -v invX1=$invX1 -v invX2=$invX2 -v invX3=$invX3 \ 
71 -v invY1=$invY1 -v invY2=$invY2 -v invY3=$invY3 \ 

-v invZl=$invZ1 -v invZ2=$invZ2 -v invZ3=$in v Z3 \ 
'{ printf(" %1.16 f %1.16 f %1.16f T T T\n", (invXh$1 + itwY l * $2 + 

invZ1*$3) (invX2*$1 + invY2*$2 + invZ2*$3) 
*$2 + invZ3*$3)) } tmp_shifted > tmp_atoms 

# forming ?OSCAR 
76 # pre pend all of poseur 11p to atom_ start 

awk -v start=$atom_start ' NR < ( start+7) ' $POSCAR 
# insert shi.fted_rotated atoms 
cat tmp_atoms 
#insert rest of ?OSCAR 

81 awk -v end=$atom_end ' NR > ( ell(l+7) ' $POSCAR 

rm -rf tmp_* 
#rm -r.f tmp_rotalt 
#rm -r.f tmp_shijted 

86 #rm - rf tmp_xyz 
#rm - r f trnp_atoms 
#rm -rf tmp_inverse 

( invX3*$1 + inYY3 



CALCULATE INVERSE LATTICE VECTORS 

This script reads a POSCAR file and outputs the inverse lattice vectors. 

POSJnverseJat_vectors.sh 

#!/bin/bash 
2 

####find inverse of POSCAR lattice vector matrix lllitfl 

fix_poscar $1 I head -5 I tail -3 > tmp_laLvectors 

7 awk ' {x [NR]=$1; y [NR]=$2 z [NR]=$3 } ; \ 
END { print "format long·· 

printf("a = [ %2.16f %2.16f %2.16f 
printf(" %2.16f %2.16f %2.16f 
p ri n tf c· %2.16 f %2 .16 f o/t, 2 .16 f l 

12 p r i n t " a , - 1 '' } 0 t m p _l a t_ v e c t or s 

octave -q < tmp.m I tail -4 I head -3 

rm -rf tmp_laLvectors 
17 rm -rf tmp .m 

;\n", x[l] ,y[l] oz [1] 
;\n" 0 x[2].y[2],z[2] 
;\n" x[3] ,y[3] ,z [3] 

> tmp.m 

106 
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REHOST STRUCTURE TO A NEW UNIT CELL 

POS_rehost.sh transforms the coordinates of a structure in a POSCAR file, 

referenced by the -P option, to the coordinate system of a different unit cell defined 

by the POSCAR file referenced by -V option. This is useful for taking gas molecules 

that are defined in a box, and placing them onto crystal system (e.g. the carbon sheet 

of section 4). 

POS_rehost.sh 
#f/bin/sh 
#rehost POSCAR atoms to lattice vectors of a different POSCAR 

3 #either declare a vector poscar onto which you wish to rehost the 
structure or set the box size 

box_size=O 

declare SWITCH 
8 while getopts "V:P:B:" SWITCH; do 

case $SWITCH in 
V) VECTOR.POSCAR=$0PTARG ; ; 
P) POSCAR;::$0PTARG ; ; 
B) box_size::::$0PTARG , , 

13 esac 
done 

if [ [ $box_size -eq "0" ]] ; then 
if [ [ -z $VECTOR.POSCAR. ]] ; then 

18 echo "please POSCAR. with new lat vectors < -V POSCAR > or else Enter 

fi 
fi 

exit 
box size with -B option" I tee /devjtty 

if [ [ -z $POSCAR. ]] ; then 
23 echo "please include POSCAR to be rehosted with < -P POSCAR >" I tee 

jdev/tty 
exit 

fi 
#fix_poscar $nakedsheet I head -7 
atom_types=' fix_poscar $POSCAR I sed -n 

++) { p r i n t $ i } } ' ' 
lp 

28 atom_count=' fix_posc ar $POSCAR. sed -n 6p 

if [[ $box_size -eq ''0" ]] ; then 

awk ' { for( i=2:i<=NF: i 

P 0 S _inverse _l at_ vectors $VECTOR.POSCAR > t m p _inverse 
fix_poscar $VECTOR.POSCAR I head -5 I tail -3 > tmp_lat_vectors 

33 else 
inv_box_size=·echo" scale= 5; 1/$box_size" be· 
cat > t mp _in verse <<EOF 



$inv_hox_size 0 0 
0 $inv_box_size 0 

38 0 
EOF 

0 $inv_box_size 

cat > tmp_lat_ vectors <<EOF 
$box_size 0 0 
0 $box_size 0 

43 0 0 $box_size 
EOF 
fi 

#convert to XYZ' and move to onyzn 
48 f i x _ p o s c a r $POSCAR I awk - f - I a w k files I POStoXYZ . awk 

t mp_xyz_ini t 
#find first atorn 's di.stance to origin 
B1='sed -n 1p tmp_xyz_init I awk '{ print $2 } '' 
B2='sed -n lp tmp_xyz_init I awk '{ print $3 } ·' 
B:3='sed -n 1p tmp_xyz_init I awk '{ print $4 } · · 

53 #move unit to on y z n 
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I t a i 1 -n +3 > 

awk -v B1=$B1 -v B2=$B2 -v B3=$B3 ' {printf(" %5.16£ %5.16£ %5.16£ \ 
n". ($2-B1) . ($3-B2) . ($4-B3)) } · tmp_xyz_init > tmp_origen 

# s h if t .s tnt ct v. rc t o c e n t c r 
#awk -v Bl=$.? -v B:l'=$3 -v BS=$4 · {printf('' %5.16f %5.16! %5.16f \n 

". ($1+Bl} . ($/!+B.?} , ($3+B3}) } · tmp_rotated > tmp_sh ifte d 
# start forrning POSCAR 

.58 echo "Z:.. $atom_ types 
#fi:r_ po scar $VECTORYOSCAR I head -S I tail -n 4 
echo "1.000" 
cat tmp_lat_vectors 
echo $atom_count 

63 echo "Direct .. 

~9W~1W~f~f~f~:~ con vert XYZ back to POSCA.R 
to center of unit cell ### 

invX1=·sed -n 1p tmp_inverse I awk 
invYl =·sed -n 2p tmp_inverse I awk 

68 im·Z 1 =·sed -n :3p tm p_in verse I awk 
invX2=·sed -n I p t m !Lin verse I awk 
in,·Y2=·sed -n 2p tmp_inverse I awk 
iII\' Z2 =·sed -ll :~p tmp_inverse I awk 
im·X:~=·sed -n I p tmp_inverse I awk 

1:3 im·Y:3=·sed -ll 2p tmp_i n verse I awk 
invZ3=·sed -n 3p t mp_in verse I awk 

1n frame of 

{ print $1 
{ print $1 
{ print $1 
{ print $2 
{ print $2 
{ pri 11 t $2 
{ pri 11 t $:3 

{ pri 11 t $:3 
{ print $3 

host 

} 
} 
} 
} 
} 
} 
} 
} 
} 

awk _,. iiHX1=$invXl -v invX2=$invX2 -v invX3=$invX3 \ 
_,. im·Y1=$in,·Yl -v im·Y2=$im·Y2 -v im·Y3=$invY3 \ 

18 _,. im·Zl=$invZ1 -v invZ2=$im·Z2 -v iiHZ3=$invZ3 \ 

material and shift 

'{printf(" %1.8f %1.8f %1.8£ \n .. (iinXh$1 + invYh$2 + im·Zh$3 + 
O.:J) . (im·X2*$1 + im·Y2*$2 + invZ2*$3 + 0.5) . (invX3*$1 + invY3* 

$2 + im·Z:h$3 + 0.5)) } · tmp_origen > tmp_atoms 

cat tmp_atoms 
rm - r f tIll p _ * 
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FIX POSCAR 

POSCAR files come with a slight variety in format. Fi::cposcar.sh reads a 

3 

POSCAR file and reformats it to a form usable by the scripts in this work. 

fix_poscar.sh 

### removes the POSCAR line 'With alh p a atomic names and remo ues 
selective dynmaics line 

### works both when the POSCAR is the first arguement und when it s 
piped in 

if [ -z $1 ] 
then 
awk · { if(NR = 6 ~'\:, $1 ,_ /[0-9]/) { } else {print;} } · I sed "/ 

Selective/d • 
else 

8 test=·head -6 $1 tail -1 I awk · {print $1} • I tr -d 0-9· 
if [ -z "$test·· ; then 
cat $1 

else 
sed -e '6d · $1 

13 fi sed '/Selective/d' 
fi 
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CALCULATE FREE ENERGY 

This awk script reads an OUTCAR file and produces energies as a function of 

finite temperature using the method described in section 2.30. 

free_energy. aw k 

1 BEGIN { hbar =6.582e -16;K=8.617 e -5; icoun t=O} 

#first line skips over imaginary frequencies second line does not. 
{ i f ( $2 = " f" && $6 > 0 . 0 0 1 ) { w [ FNR.] = $6 * 1 e 12 ; skip [ FNR.] = 0 } e l s e { w [ 

FNR]=O;skip[FNR]=1;icount+=l} } 

6 END { 

for (T=10; T <= Tmax; T=T+inc) { 
toLenergy = 0 

11 for ( i =1; i <= NR; i++) 
{ 

if (skip[i]==O) { 
energy[i] = hbarnv[i]/2 + (K*T)tlog(l-exp(-hbartw[i]/(K*T))) 
toLenergy+=energy [ i] 

16 } 
} 
print T ., " tot_energy /fu 

} 
} 
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CONVERT POSCAR TO CIF 

The crystal structure visualization program JI\IOL reads the CIF format but 

does not read POSCAR files. The POStoCIF.a\vk script is used to convert crystal 

structures from the VASP POSCAR format to the CIF format. 

POStoCIF.mvk 
BilliN { } 

function crossi (a1. a2. a3. b1. b2. b3){ 
return (a2*b3 - a3*b2) 

5 } 
function crossk (a1. a2. a3, b1. b2. b3) { 
return (a3*b1 - a1*b3) 
} 
function crossj ( a1, a2, a3. b1. b2, b3) { 

10 return (a1*b2- a2*b1) 
} 
function normcross ( a1 . a2. a3, bl . b2, b3) { 
return sqrt( (a2*b3- a3*b2)"2 + (a3*bl- a1*b3)"2 + (al*b2- a2*bl) ·2 

15 
function get _z ( Ell. IT ) { 
if ( ELMr 1 ) return "II"; 
if ( Ell. IT 2 ) return "He"; 
if ( Ell. IT 3 ) return .. Li"; 

20 if ( Ell. IT 4 ) return ''Be"; 
if ( Ell. IT 5 ) return "B" ; 
if ( Ell. IT 6 ) return ''C"; 
if ( Ell. IT 7 ) return "N"; 
if ( Ell. IT 8 ) return "0"; 

25 if ( Ell. IT 9 ) return "F''; 
if ( ELl\ IT 10 ) return "Ne"; 
if ( ELl\ IT 11 ) return "Na"; 
if ( ELl\ IT 12 ) return ''l\Ig'' ; 
if ( Ell. IT 13 ) return "AI''; 

30 if ( ELl\ IT 14 ) return .. s i ~~ ; 

if ( ELl\ IT 15 ) return "P" ; 
if ( ELl\ IT 16 ) return "S''; 
if ( ELl\ IT 17 ) return .. Cl"; 
if ( ELl\ IT 18 ) return "Ar"; 

35 if ( ELl\ IT 19 ) return ''K"; 

if ( ELl\ IT 20 ) return "Ca"; 
} 

/Z: I { 
40 #check for repeated atom types and do not n:peat them 

for(i=O; i < 400; i++) {haYe[i] = 0} 
n t y p e _ p r i n t =0 
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50 

} 

for(i=O; i < NF-1; i++) { 
atom_ type [ i ]=$ ( i +2) 
if (have [atom_ type [ i ]] != 1) 

{ 

ntype = NF-1 

have [ atom_type [ i ]] 
ntype_prin t++ 
} 
} 

#read all else in as whole record 

1 

/1.0/ { 
55 getline 

60 

for(j=O;j <3;j++){ 
for ( i = 0 ; i < 3; i ++ ){ 1 a t_ v e c t o r [ i . j ] = $ ( i + 1 ) } 
get line 

} 

#check for vasp. 5. 2 element characters and skip line 

if ( $1=$1+0) {}else {getline} 

65 # gather atom quantities 

iO 

for ( i =0; i <ntype; i++){ type_count [ i ]=$ ( i +1)}; 
# find number of atoms 

for(i=O;i<ntype;i++){natom = natom + type_count[i]} 
get line 

if ( /electi/) {getline} 
get line 

#yet atom positions for each atom type one type at a time 
i5 for ( i =0; i <ntype; i ++ ){ 

for ( j =O;j <type_count [ i]; j++){ 
for ( k=O;k<3;k++){ 

atom_pos[i ,j .k]= $(k+1) 
} 

80 getline 

85 

} 
END { 

} 

### print total number of atoms 

print ·· data_global·· 

90 ## fi y u r e o u t a b c 

pi=3.141592654 

a sqrt(lat_vector[0.0]'2 + laLvector[l.0]'2 + laLvector[2.0]'2) 
95 b sqrt( laLvector [0 .1]A2 + lat_vector [1.1]A2 + laLvector [2 .l]A2) 

c sqrt(lat_vector [0 .2]'2 + lat_vector [1.2]'2 + laLvector [2 .2]'2) 

112 
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abdot = (laLvector [0 ,0]* laLvector [0 .1] + laLvector [1 .0]* lat_vector 
[L1] + laLvector[2.0]*laLvector[2.1]) 

gamma = ( 1 8 0 / pi ) *a tan2 ( norm cross ( l a L v e c t or [ 0 . 0 ] . l at_ v e c t o r [ 1 . 0 ] . 
laLvector [2 ,O].laLvector [0 .1].lat_vector [1 .1].lat_vector [2 .1]). 
abdot) 

ac:dot = (lat_vector [0 .0]* lat_vector [0 .2] + lat_vector [1 .0]* lat_vector 
[1 .2] + laLvector [2 .0] * laLvector [2. 2]) 

beta= (180/pi)*atan2(normcross(lat_vector [0 .O].laLvector [1 .0]. 
laLvector [2 .O].laLvector [0 .2].laLvector [1 .2].!at_vector [2 .2]). 
acdot) 

bcdot = (laLvector [0 .1]* laLvector [0 .2] + laLvector [1 .1]* lat_vector 
[1.2] + lat_vector[2.1]*lat_vector[2.2]) 

105 alpha= (180/pi)*atan2(normcross(lat_vector [0 ,1].!at_vector [1 .1]. 
laLvector [2 ,l].laLvector [0 .2].laLvector [1 .2].laLvector [2 .2]). 
bcdot) 

print ·· _celLlength_a ·· a 
print ·• _celLlength_b " b 
print "_celLlength_c .. c 

110 print "_celLangle_alpha " alpha 
print "_celLangle_beta " beta 
print ·· _celLangle_gamma " gamma 
print 
print ''loop_·· 

115 print "_atom_site_label" 
print ·· _atom_site_fract_x" 
print .. _atom_site_fract_y" 
print "_atom_site_fract_z" 
print 

120 17)?/!090? iterate th ro 1lyh each atom#### 
for ( i =0; i <ntype; i ++ ){ 

for ( j =O;j <type_count [ i]; j++){ 

113 

x_pos = laLvector[O.O]*atom_pos[i.j.O] + laLvector[O.l]*atonLpos[ 
i . j . 1 ] + I a L v e c t o r [ 0 . 2] * at o nL p o s [ i . j . 2 ] 

125 y_pos = laLvector[1.0]*atom_pos[i .j .0] + laLvector[l.l]*atom_pos[ 
i .j .1] + lat_vector [1.2]*atom_pos[i .j .2] 

z_pos = laLvector[2.0]*atonLpos[i .j .0] + laLvector[2.l]*atom_pos[ 
i . j . 1 ] + l a t_ v e c t o r [ 2 . 2] * at o IlL p o s [ i . j . 2 ] 

printf( ''%2s%1s %1.4f %1.4 f %1.4f \n" . geLZ ( atom_type [ i]) . j +1. 
atonLpos[i .j .O].atonLpos[i .j .1].atom_pos[i .j .2]) 

130 } 
} 

} 
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CONVERT POSCAR TO CARTESIAN 

POStoXYZ converts structure files from the POSCAR file to the XYZ for-

4 

9 

14 

19 

24 

mat which can be used for JMOL inputs and is commonly used in this work as an 

intermediate coordinate system for converting between formats. 

POStoXYZ.awk 
BEX;IN { } 

function geLZ ( ELl\ IT ) { 
if ( EI.lviT 1 ) return '"H'"; 
if ( EI.lviT 2 ) return ''He'·; 
if ( EI.lviT 3 ) return ., Li'" ; 

if ( EI.lviT 4 ) return "Be .. ' 
if ( mrr 5 ) return "B"; 
if ( EI.lviT 6 ) return ''C''; 
if ( mrr 7 ) return '~N~~ ; 

if ( mrr 8 ) return ,,o~~ ; 
if ( mrr 9 ) return .,~ p~~ ; 

if ( mrr 10 ) return "Ne"; 
if ( EI.lviT 11 ) return ""Na"~"; 

if ( EI.lviT 12 ) return "1\fg"; 
if ( EI.lviT 13 ) return "Al"; 
if ( mrr 14 ) return "Si"; 
if ( mrr 15 ) return ,,p,,; 

if ( mrr 16 ) return ""S",; 
if ( EI.lviT 17 ) return ,. Cl"; 

if ( mrr 18 ) return "Ar"; 
if ( mrr 19 ) return ,,K,"; 

if ( EI.lviT 20 ) return "Ca"; 
} 

/Z: I { 
#check for repeated atom types and do not repeat them 
for ( i = 0; i < 2 0 0 ; i ++) { have [ i ] = 0} 

29 n t y p e _ p r i n t =0 
for(i=O; i < NF-1; i++) { 

atom_ type [ i ]=$ ( i +2) 
if (have [ atom_type [ i ]] != 1) 

{ 
34 have [ atom_type [ i ]] 1 

ntype_print++ 

n type = f'..I'F-1 
39 } 

} 
} 

#r e a d a ll e l s e i n as w h o l e rc c o r d 
/1.0/ { 
get line 
for ( j =O;j <3;j ++){ 



44 for ( i = 0; i < 3 ; i ++ ){ 1 a t_ v e c t o r [ i , j ] = $ ( i + 1 ) } 
get line 

} 
for(i=O;i<ntype; i++){type_count [i]=$(i+1)}; 

# find number of atoms 
49 for(i=O;i<ntype;i++){natom = natom + type_count[i]} 

get line 
get line 

#get atom positions for each atom type one type at a time 
54 for(i=O;i<ntype;i++){ 

for ( j =O;j <type_count [ i]; j++){ 
for (k=O;k<3;k++){ 

59 atom_pos [i .j .k]= $(k+1) 

} 
get line 

} 
64 } 

} 

END { 

69 ### print total number of atoms 
print natom 
print "XYZ fi 1 e" 

# compare each atom with others in the unit cell 
74 l//1//l,f iterate through each .atom#### 

79 

84 

for ( i =O;i<ntype; i++){ 
for ( j =O;j <type_count [ i]; j++){ 

x_pos_1 = 1at_vector [0 .O]*atonLpos[i .j .0] + 1at_vector [0 .1]* 
atom_pos[i,j.1] + 1at_vector[0.2]*atom_pos[i.j.2] + shiftx 

y_pos_1 = 1at_vector [1 .O]*atom_pos[i .j .0] + 1aLYector [1.1]* 
atom_pos[i .j .1] + 1at_vector [1.2]*atom_pos[i .j .2] +shifty 

z_pos_1 = 1aLvector [2 .O]*atom_pos[i .j .0] + 1aL\'ector [2 .1]* 
atom_pos[i .j .1] + lat_vector [2 .2]*atom_pos[i ,j .2] + shiftz 

95f91ff (I l t . . " ll 1 111 /;eu erma rzx zs as JO ows 
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## Cos(alpha)*Cos(beta} - Cos(beta}Sin(alpha}Sin(gamma) # Cos(gamma 
)Sin(alpha) + Cos(alpha}Cos(beta}Sin(gamma) # Sin(beta)Sin(gamnw) 

## -Cos (beta} Cos (gamma} Sin (alpha) - Cos (alpha) Sin (gamma) # Cos (alpha 
} Cos (beta} Cos (gamma) - Sin (alpha) Sin (gamma) # Cos {gamma) Sin (bet a) 

## Sin(alpha}Sin(beta) # -Cos( 
alpha)Sin(beta) #Cos (beta) 

89 9W 1,1 9' 9' 9' (I I 11 I I I tl 

pi = 3.14159265 



alpha = 
beta = 

94 garmna 

alpha_deg*( pi /180) 
beta_deg*(pi/180) 

= gamma_deg * ( pi / 18 0) 

Rll 
R12 
R13 

99 
R21 
R22 
R23 

cos(alpha)*cos(beta) 
cos (ganm1a) *sin (alpha) 
sin (bet a)* sin (gamma) 

- cos (beta) *Sin (alpha)* sin (ganmm) 
+ cos (alpha) *COS (beta)* sin (gamma) 

-cos (beta)* cos (gat1m1a) *sin (alpha) - cos (alpha)* sin (gat1ll1a) 
cos (alpha)* cos (beta) *COs (gamma) - sin (alpha)* sin (ganuna) 
cos (gamma)* sin (beta) 

104 R31 
R32 
R33 

sin (alpha) *Sin (beta) 
-cos ( alph<t) *sin (beta) 
cos(beta) 

x_pos 
109 y _pos 

z_pos = 

x_pos_l*Rl1 
X - p 0 s _l * R21 
X - p 0 s _l * R31 

+ 
+ 
+ 

y _pos_hR12 + 
y _pos _l *R22 + 
y _pos_l *R32 + 

z _pos _l *R13 
z _ p o s _l * R23 
z _ p o s _l * R33 

114 

printf("%2s %1.16 f %1.16 f %1.16 f \n", geLZ ( atom_type [ i]) , x_pos, 
y _pos , z_pos) 

gu««rrrr~rr«««r~r~~«««««~ru~«r~~~««««««~««f 
1 ?nn1 11 1h1 IHHhl h1hhhnnnnh1 hhn1hhhnhhhhhn?h1 

} 
} 
1~/1 ~I ~If J./ ~/~I ~If II J,l jl II f f j,l 4 f f f //II ~Ill 119' II 9' f/ f f ~/ t,t t,t ~If~/ ~I Y II ~If h?hh!"Hhhh! hHHHIIHHI I I Hhhnh! h!H!nhhhh! hhnhh! 

} 

116 
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GENERATE SUPERCELLS 

This script generates supercells from primitive unit cells. It requires the defi-

nition of the variables amax, bmax, and cmax which determine the the dimensions of 

the supercell in each lattice direction in terms of the number of repeating primitive 

cells. 

POS_super .awk 
BEG-IN { cell_m ul t=amax*bmax*cmax;} 

3 /Z: I { 
#check for repeated atom types and do not repeat them 
for(i=O; i < 200; i++) {have[i] = 0} 
ntype_print=O · 
ntype=NF-1 

8 for ( i =0; i < NF-1; i++) { 
atom_ type [ i ]=$ ( i +2) 
if (have [ atom_type [ i ]] != 1) 

{ 
have [ atom_type [ i ]] 1 

13 ntype_print++ 

ntype = NF-1 
} 

} 
} 

18 #read all else in as whole record 
/1.0/ { 
get line 
for ( j =O;j <3;j ++ ){ 

for ( i = 0; i < 3 ; i ++ ){ l at_ v e c t o r [ i . j ] = $ ( i + 1 ) } 
23 getline 

} 
for ( i = 0; i < n type ; i ++ ){ type _count [ i ] = $ ( i + 1 ) } ; 

# find number of atoms 
for(i=O;i<ntype;i++){natom = natom + type_count[i]} 

28 getline 

33 

38 

get line 

#get atom positions for each atom type one type at a time 
for ( i =0; i <ntype; i ++){ 

for ( j =O;j <type_count [ i]; j++){ 
for (k=O;k<3;k++){ 

get line 

} 
} 

} 

atom_pos[i .j .k]= $(k+1) 
} 



I __ 

43 
END { 

## print POSCAR heading 
printf("Z: ") 

for ( i=O; i<ntype; i++) { printf("o/<D ", atom_type [ i])} 

48 ## print lattice vectors adjusted for new supercell 
printf(" \n1.0\n") 

printf(" %3.8f %3.8f %3.8f\n". lat_vector [0 .O]*amax, 
l at_ v e c t or [ 1 , 0 ] * amax , l at_ v e c t or [ 2 . 0] * am ax) 

printf(" %3.8f %3.8f %3.8f\n", lat_vector [0 .1]*bmax. 
l at _ v e c t o r [ 1 . 1] * bmax , l at _ v e c t or [ 2 , 1] * bmax) 

53 printf(" %3.8f %3.8f %3.8f\n'', lat_vector [0 ,2]tcmax, 

58 

l at _vector [ 1 . 2] * cmax . 1 at_ vector [ 2 , 2] *em ax) 

~w~~?§~? print atom orderingjco1mt l~f§;f§ 
for (i=O;i<ntype;i++) 

{ 
printf("%:! ··, type_count[i]*celLmult) 

printf ("' \ nD irect \n" ) 

63 1/WP1Y1
7f iterate thro1tgh each atorn#### 

for(i=O;i<ntype; i++){ 
for ( j =O;j <type_count [ i]; j++){ 

####the loop again for plus one lattice vector 
68 for(a=O; a<amax;a++) { 

for(b=O; b<bma..x; b++) { 
for ( c =0; c<cmax; c++) { 

/9)?/: 1!: 1): 
1!~ 1!: 11?1?/ \{ 1/ 11?'1: 1/f/f/7'/f/?!9 1/f/flflfA 1

/; 
11?'!91tfl(://f/;'(9'/l'/?lf/51l 119'/f/?119'1?'/l 

73 ###distace 
create 

a_pos_s 
b_pos_s 
c_pos_s 

l t t . t ~1/,!(!(l /,!(If ll t . 11 zce vee or liin? 19;?7? or superce genera zon, 
new atom 

atom_pos[i ,j .O]+a 
atom_pos [ i . j .1] + b 
atom_pos [ i .j .2]+c 

118 

this will 

printf(" 
em ax) 

o-:.3.8 r 01u3.s 1· o\.,·>.8 f\r1" . 1 t /b I ;u I< lu> a_pos_s arnax. l_pos_s max, c_pos_s 

78 }}}} 
printf("\n .. ) 
} 
} 
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LINEAR PROGRAMMING FOR LITHIUM ION BATTERIES 

This Octave script is used to perform the phase diagram calculations of chap-

ter 3. It is controlled by the data.dat file described in section 5. 

# Lithium_lp .m version 6 

# 
3# 

lithiumJp_v7.m 

# find reaction e qu ati ons far Lithium zan reactions using VASP inputs 

# 

# v e r s z on 2 12/0 f2 /0 9 this v e r s z on s ct s LB to go neg at i v e and sets 
all mass constants to 0. 

8 # the intention zs to be able to find any 
reaction when any free energies relations change 

# it also constrains the lithium count isntead of 
l e t tin g it run f r e e . 

# version S 1i2/06/09 this version reverts back to setting mass 
constants appropriately and goes through tie lines 

# in ternary phase diagram 
# version 4 12/10/09 prints out tieline results into u formut 

sortable by reaction type 
13 # version 5 12/f!G/09 reformats data table for vectors reading 1n as 

columns. got rid of entering 
#in ··nmn_phases·· . added anode/cathode selection and ··use or don "t use 

.. option to eliminate unwanted phases. 
# version 6 01/'24/11 cleaned <tp outputs 
# T. Mason 
# UM-St. Louis 

18 # 26 Dec 2009 

# 
#run with $ octave -qf fname.m I less 

# 
# 

23 # c o n s t a n t s 
g 1 o b a 1 k_B = 1. 3 8 e - 2 ~~ ; # in j o <Ll e s / K 
global eVtoJ = 1.602e-19: 
global .JtoHart=2.2937J 0449e+17; 
global Avogadro=6.022e23 

28 global l\LProton_kg = 1.673/e-27: 
global l\LH2_kg = 2d,LProton_kg; 
global l\LLLkg = 6.94hle-3/Avogadro 
global H_bar = 1.0545/e-34; # J*s 
# ideal gas constant hydrogen 

33 glo hal R_H2 = 4124; #(J /kg K) 
###hydrogen zero point eF 
global H_zero = 0.81874; 
#variables 
global nunLphases; 

38 global num_atoms; 



global constrain_chem_element; 
global tieline; 
global tieline_steps; 
global Li_static_energy; 

43 glo hal phase; 
global static_free_energy; 
global niLi; 
global a; 
glo hal b_pre; 

48 global start; 
global stop; 
global b_type 
global b; 
global electrode; 

53 global var; 
global const_var; 
global consLvar_value; 
global var_init; 
glo hal v ar _end ; 

58 global steps; 
global increment; 
global printall; 
global print_comp_map; 
global prinLquant; 

63 global debug; 
glo hal Li_temp; 
global Li_Vib_j; 
global Li_valid; 
global Lvib_J; 

68 global spec_heat; 
global EnergyVib; 
global volume; 
global valid; 
#printall=l 

73 maxfu=5; 
printcnt =1; 
print max =9; 
printflag=O; 

78 
### read file 
#y lob a l dire c lory = 'C:/ users jtim/Docurnents/urnsljresearch_ majzoub / 

linear _proyrarnminy/LiFeP04/ · 
global myfile = fopen(''data.dat" ,"r"); 
readinputs 

83 # p r in t in p 1li s 

88 

if ! strcmp( consLvar. ''T") & ! strcmp( const_var. "P") & ! strcmp( 
cons t_ v ar . .. C'' ) 

printf("\nerror: please specify pressure (P) or temp(T) as constant 
variable\n\n''); 

endif 

120 



#set bo<mds on atom constraints (F=free) 
for i= 1: num_atoms 
ctype ( i) = "S" ; 

93 endfor 

98 

if strcmp( constrain_chem_element . "no") 
c type ( 1 ) = " F" ; 

end if 

# i n t e t e r (I} or c o n t i n u o u s (C) s o l u i o n s 
for i= 1: num_phases 

vartype ( i) = "C'' ; 
103 ub( i) = 200; 

108 

lb_pre ( i) = 0; # lower bound of variables 
end for 
1 b=l b_pre 
#ub=(}; 

# lower bounds of variables. 
#l b = ( 0* ( 1: num_phases} - muxfu } 
#upper bounds of variables. 
#ub = ( 0* ( 1: num_phases} + maxfu } 

113 
s = 1; # maximization ( -1} or rninimzation ( 1) 
param. msglev 0; 
#puram. itlim = 1 000; 

118 ~h9W~f~rJlJl~71;fi//////1911J'//ll~71§§4~f~?l 
#printf("Gibbs = Xrnghi2 * ( F(MGH?}- 0.5* U_H2 * ,? ) 

- 0) \ n ''); 

1,1 #fo1 f /,f l,f (Iff 1,1 /,f 1,1 f 1,1 1,1 ),1 1,1 f l l t . f 1,1 f #If 41 II f !'it I If k /7 I I i7 J/ /(; /uiJfifJ C U C U U z 0 n; /T I I I it /7 I 

if strcmp( consLvar. "T") 
123 print£(" \nTemperature is %8.2 f\n \n" . cons t _ v ar _value); 

elseif strcmp( consLvar . ''P") 
p r in t f ( " \ n P r e s s u r e i s % 8 . 2 f \ n \ n ,. . c o n s t_ v a r _ v a 1 u e ) ; 
else 
p r i n tf ('' \ 11 Chemic a 1 p o t e 11 t i a 1 on 1 y \ n \ n" ) ; 

128 endif 

121 

+ Xmy * (F(my} 

#this outer look vanes the compositions from one end of a tie line to 
the other with the 

#endpoints spelled out in the input datu sheet 

133 if strcmp( tieli11e . "yes'') 
11Um_tLsteps = tieli11e_steps; 

elseif strcmp( tie line . ''no") 
num_tLsteps = 0; 

else 
138 printf(''\n error. please enter yes or no for tieline option\n··); 

exit 
end if 



totaLconsts =sum( b_pre); 
143 # f o r t L s t e p = 0 : n u rn _ t l_ s t e p s 

tie_count=1; 
loop_length ( 1) =0; 
loop_length (2) =0; 

148 l o o p _l e n g t h ( 3 ) = 0 ; 
loop_length ( 4) =0; 
loop_length ( 5) =0; 
for j = 1: num_atoms 

if strcmp(b_type{j}, ''tie'') 
153 tie ( j )=tie_ count ; 

loop_length ( tie_count )=num_tLsteps; 
tie_count++; 

end if 
end for 

158 tie_count --; 

for x(1)=0:loop_length (1) 
for x(2)=0:loop_length (2) 

for x(3)=0:loop_length(3) 
163 for x ( 4) = 0: loop _length ( 4) 

for x(5)=0:loop_length(5) 

for j = 1: num_atoms 
if strcmp(b_type{j}, "tie") 

122 

168 b _ p r e ( j ) = s t a r t ( j ) + ( x ( t i e ( j ) ) / n u m _ t L s t e p s ) * ( s t o p ( j ) -
start(j)); 

e 1 s e if strcm p ( b _type { j } , " cons t '' ) 
else 
printf("\nplease select canst, start, or end for each 

element \n"); 
exit ; 

173 endif 
end for 
b=b_pre '; 

~?Gr;,?l 1! ?/;\11tf/?1tfln0fl///;\11tftf//l f~Yl~r~F~r~f//1 ?~f~?~Fl/~r~Y~?~f~fl/llfl Fii?tftftf;ftftfl/;fllln I 
178 #then bcyins internal loop within a yiucn composition 

!l/;( 1Jfl?1l 1Jf/ft9 1!?179'19'llll/f/;Y11: /l 1!: 1!911 ?1/lftf/?11?19'17'1911 ?,?;fl1Jflflf!?'tf///9'/9'/f/71Jf/ ?/flY \9 11?1l?t711?19'//Jftf 

rxncount =0: 
steps (nu_end var _in it )/increment; 

183 f o r i 0 : s t e p s 
var var_init + it increment; 

if strcmp( const_var, "T') 
T_RT const_var_value; 

188 else 
T_RT var; 
end if 

if strcmp( const_var. "T") 
193 P = var; 



else 
P = const_var_value; 
end if 

198 kT _eV k_B *T .JlT/ e V toJ ; 

##quant con = (Mtj2pi ( H_bar '2)) '3/2 mass = 2 * atomic mass of H 
nq = ( l\LLi_kg*kT_eV *eVtoJ / (2* pi*( H_bar, 2))) ' ( 3/2); 

203 #### s e t Lithium en erg y / 1ll191§/;f/l??1lll§;fif// 
if Li_valid = 1 

Li_vib interpl(Li_temp .Li_Vib_J .T..RT)dtoHart/Avogadro; 
else 

Li_vib 0· 
' 208 endif; 

# Free energy = Etot - T*S = static free energy - Evib 
Li_energy = Li_static_energy + Li_Yib; 

l~l;'/;f§ll~?//////;?//li/;)\f;/;F;l//llllfll//////li~~//An1l1l;91l~Xl//l 
?13 ### t f . j' th t t t t 1/l!!lf,I\I(IMJ,I(Iyiii,IJ,I/,1(1\1 ~ se ree energzes or e cons an empera .ure I!Ji 1111 /l 1?1nn9Jui;nr///n) 

for j = 1: nunLphases 
if Y a lid ( j ) = 1 
Lvib(j) interpl(temp(j .:) .Lvib_j (j .:) .T_RT)dtoHart/Avogadro; 

else 
218 f_ y i b ( j ) = 0; 

223 

endif; 
f(j) = static_free_energy (j) + Lvib (j); 

end for 

### chem energy = element total energy + chem potential formula 

if strcmp ( const_ v ar . "G') 
228 mu = var_init + i*increment; 

else 
mu = kT_eV * log(P*le3/(lLB*T..RT*nq)) + Li_energy; #- Jf_::.cro 

end if 

233 cO = (mu) * niLi; 
g = ( f + cO) 
c = g; 
h= cO; 

238 if i != 0 
lastxmin=xmin; 

end if 

[xmin. fmin. status. extra]=glpk (c. a. b .lb. ub. ctype. vartype. s. param); 
243 x _ i ( i + 1 . : ) = xmin ; 

f m i n _ i ( i + 1) = fmin ; 

lA90/0f p r in t i n i t i a l dis t r i b u t i o n ## 
if i = 0 

123 



248 # print composition 
lastxmin xmi11; 

if strcmp ( pri11t_comp_map . "yes'') 
p r in tf ( " \ 11 compos it i o 11 : ., ) ; 
for i=1:11um_atoms 

253 printf ( •· %2.2 f" , b_pre ( i)) ; 

258 

end for 
end if 

printf("\11I11itial: "); 
voLinitial =0; 
for 11= 1: 11U11Lphases 

124 

if abs(xmi11(11)) > 0.00001 && strcmp(electrode{11}."a11ode 

263 

268 

273 

278 

283 

288 

.. ) 
printf("%1.2f %-10.10s" ,xmi11(11). phase{11}); 
voLini t i al=v o Li ni tial+volume (n) *Xmin (n); 
pri11tcnt = pri11tcnt + 1; 

endif 
endfor 
#printj(''\n "): 

endif 

~~07/9090f p r in t f i n a l dis t r i b u t i o n ## 

if ( i steps) 
# print composition 

print f ('' \ 11 F i n <d : " ) ; 
finaLLi =0; 
vol=O; 
for n= 1: nunLphases 

if abs(xmin(n)) > 0.00001 && strcmp( electrode{n} ,"anode 
,. ) && !strcmp(phase{n} ," LLa") 

p ri n tf ( '' % 1. 2 f % -10.10 s" , xmin ( n) , phase { n}) ; 
f i n a L L i = f i n aLL i + xmin ( 11 ) * a ( 1 . 11 ) ; 
vol=vol+volume ( 11) *Xmin ( 11) ; 
printc11t = printc11t + 1; 

end if 
endfor 
printf(" LLin %4.2f ". finaLLi); 
printf("VoLincrease %3.2f ", 100*(vol-voLinitial)/ 

voLinitial); 
end if 

# check to see if there has been a reaction 
for 11= 1: num_phases 

293 if i != 0 

298 
end if 

end for 

if abs(xmin(n) lastxmi11 (11)) > 0.001 
pri11 t flag =1; 

end if 



if ( abs(fmin) > 1e-20 & printflag==1) 

rxncoun t=rxncoun t + 1; 
303 if !strcmp(print_comp_map,''yes") 

Prl'ntf("\tl""4JIJJ//II/IIIJI//JJJ9/9//Ii'JJ/I/JJJJJjJIIIIJJIA.1}") • 
IIIII II /Ill 11/1111111 II I I Ill II If fill II If ill/ II II \ ' 

printf( "# Reaction # o/<(]. \n" . rxncount) ; 
if strcmp( consLvar, "T") 

125 

printf("# Pressure %10.2f. mu %10.2e. fmin %10.2e\n". 
P .mu. fmin); 

308 elseif strcmp( consLvar. "P'') 
printf("# Temperature:%10.2f. mu %4.4e. fmin %10.2e\n 

, .. T_RT .mu, fmin); 
elseif strcmp( consLvar . "C") 

printf("# Chem Potential: mu %4.4e, fmin %10.2e\n'' .mu. 
fmin); 

end if 
313 endif 

## calculate and print the difference table 
if i != 0 

for n= 1: num_phases 
318 diff(n) = xmin(n) - lastxmin(n); 

if debug = 1 
printf("%12.5f ". diff(n)); 
printcnt = printcnt + 1; 
if prin tent = printmax 

323 print c n t = 1 ; 
printf (" \n"); 

end if 
endif 

endfor 
328 endif 

333 

338 

## Print the LHS of reaction 
#printf("\n"); 

printcnt=1; 

for prinLcomp=O:O # print once with and once HV 
amounts 

printf("\n"); 
for n= 1: nunLphases 

if diff(n) < -0.001 &&strcmp(electrode{n}."anode'') 
if print_comp==1 

printf("%-4s ··. phase(n)); 
else 

343 printf("%1.2f %-4s ".-diff(n) .phase{n}); 
end if 

printcnt = printcnt + 1; 
end if 

348 if printcnt printmax 



353 

358 

printcnt = 1; 
printf(" \n"); 

end if 
end for 
## Print RHS of reaction 
printf(''=>"); 
printf(" "); printcnt=1; 

for n= 1: nunLphases 
#count Lithium transferred 
if diff(n) < 0.001 && strcmp(phase{n},"LLc") 

LLin = -diff(n); 
end if; 

126 

363 if diff(n) > 0.001 && strcmp(electrode{n}."anode") 

368 

373 

378 

383 

388 

393 

#if strcmp ( prinLcomp . . , 1 '') 
if print_comp==l 

printf(''%-4s ", phase (n)); 
else 

printf("%1.2f o/()4s ",diff(n) ,phase{n}); 
end if 

printcnt 
end if 

printcnt + 1; 

if print en t = printmax 
printcnt = 1; 
printf(" \n"); 

end if 

end if 
printflag=O; 
endfor 

end for 
endfor 

#printf("\n\n''); 
printcnt=1; 

# print composition 
vol=O; 

for n= 1: num_phases 
if abs(xrnin(n)) > 0.00001 && strcmp(electrode{n}."anode 

" ) 
vol=vol+volume(n)*xmin(u); 

endif 
end for 
if strcmp( prinLcomp_map." yes") 
printf("V = %4.2f LLin %1.1 f VoLincrease %2.2f" ,-mu. 

LLin. 100*(,•ol-voLinitial)/voLinitial); 
endif 

398 if rxncount != 0 & !strcmp(prinLcomp_map,''yes") #print composzzon if 
reactions found 

pr intf ('' cornposi tion : ·· ) ; 



for i =1:num_atoms 
printf(" %2.2f" . b_pre ( i)); 

endfor 
403 p r in tf ( " \ n \ . . . \ n" ) ; 

printf(" end for this composition \n"); 
print f ( "@:Q@QXQlQ_ a . \ n \ n \ n \ n \ n \ n" ) ; 

AMi// print initial distribution## 
if i = 0 

408 printf(" awefwfwefw\n"); 
for n= 1: num_phases 

0.00001 

127 

if abs ( xmin ( n) ) > 
printf(" %-10.20s 

( n)) ; 
%12.5f \n'" ,phase{n}. xmin 

413 

418 

423 

printf("\n"); 
end if 

end if 

end for 

printcnt = printcnt + 1; 
end if 

§##l/l§l//1/1/llllltfo'Print in more compact form 
if debug = 1 

• t f ( '' II II fl ~I II II ~I II II II II Jl II II II II II II II II II II II II ~A \ \ " ) • prlD IJIIIIIIIIIIIIIII/IIIIIIIIIIIIIIIIIIIIJJIIIIJJJ1-l ll 11 ' 

if strcmp( consLvar. "T") 
428 printf("Pres ''); 

elseif strcmp(consLvar, "P".) 
printf("Temp "); 
elseif strcmp( consLvar, "C"') 
printf("Chem "); 

433 endif 

for j = 1: nunLphases 

438 printf("%-15s '".phase{j}); 
endfor 
printf(" \n"); 

for i = 0: steps 
443 printf("%-4.2f , .. var_init + i*increment); 

for j = 1: nunLphases 
printf("%-4.2f ".x_i(i+l.j)); 

end for 
448 printf(" Fmin = %-5.4f \n''. fmin_i(i+l)); 

end for 
end if 
printf("' \n"); 
#endfor 



453 endfor 
end for 
end for 
end for 
endfor### end of tie line loop 

458 printf(" \n") ; 
,?SW/,?',?',f,f,f,f,7',91,?0f,fl,?'//,9'//,fl,?f,?',f//,7'//,f,f 

exit 

463 /A9Wi1'l rep or t WARNING if f r e e energy f i l e s are missing### 
if strcmp(printall. ''yes'') 
printf(" \n \n"); 
for i = 1: n um_phases 

if valid ( i )==0 

128 

468 printf("WARNING Missing free energy file for %10s\n", phase{i}); 
endif 

endfor 

if LLvalid==O 
473 printf(''WARNING I\Iissing free energy fi 1 e for Lithium"); 

endif 
end if 
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READ INPUTS SCRIPT 

Called by lithiumJp_v7.m, this octave routine reads the data.dat file, and 

extracts the relevant linear programming inputs. 

readinputs.m 
# readinputs function for linear programming verswn 5 

2 # this function reads the input data file 

function [] readinputs 
7 

global my file 
global directory 
global pre; 

12 global nunLphases; 
global num_atoms; 
global constrain_chem_elemen t; 
global tieline; 
global tieline_steps; 

17 global phase; 
global LLstatic_energy; 
global static_free_energy; 
global niLi; 
global a· 

' 
22 global b_pre; 

global start; 
global stop; 
global b_type; 
global b· 

' 27 global electrode; 
global N _H_ratio; 
global const_var; 
global const_var_value; 
global var_init; 

32 global var _end; 
global increment; 
global printall; 
global prinLcomp_map; 
global print_quant; 

37 global debug; 
global Li_temp; 
global LL Vi b_j ; 
global LLvalid; 
global Ldb_J; 

42 global spec_heat; 
global EnergyVib; 
global volume; 
global valid; 



47 
# read header 
skip= fscanf(myfi1e ,"%s" .1); 

# read whether to constrain chemical potential element 
52 skip = fscanf( myfile , "%s'' .1); 

c:onstrain_chem_e1ement fscanf(myfi1e. "%s'' .1); 

#read whether this is a tie line calculation and read tieline steps 
skip = fscanf( myfi1e, "%s" .1); 

57 tie1ine = fscanf(myfi1e. "%s" ,1); 

62 

67 

skip = fscanf( myfi1e , "%s" .1); 
t i e 1 i n e _ s t. e p s = f s c an f ( m y fi 1 e , "o/<t-1'' . 1 ) ; 

# read in static energy of free particle. 
skip = fscanf( myfi1e, "%s'' .3); 
LLstatic_energy = fscanf(myfi1e. "%f" .1); 

#read in phase name free energy and a matrix component for each phase 
skip= fscanf(myfi1e ,"%s" ,5); 

num_atoms=-1; 
72 nunLphases=O; 

encLatoms=·· start"; 
end_phases=" start"; 
while ! strcmp ( end_atoms , "end") 

encLatoms = fscanf( myfi1e. "%s" , 1); 
77 nunLatoms += 1 ; 

end while 

i =1; 
while !strcmp(end_phases. "end") 

82 phase{i}=fscanf(myfi1e ."%s'· .1); 
if !strcmp( phase{ i} .''end") 

e I e c: t r o d e { i } = f s c an f ( my f i I e . "%s " . 1 ) ; 
use_ phase = f scan f ( my f i 1 e . "o/(d •· . 1 ) ; 
static:_free_energy ( i) = fscanf( myfi1e. ''%f" .1); 

87 volume ( i )= fscanf( myfile . ''%f" . 1); 
for j = 1: num_atoms 

a( j. i )=fscanf( myfi1e. ''%f'' .1); 
end for 
if use_phase = 1 

92 nunLphases += 1; 
i += 1; 

endif 
else 

end_phases ="end"; 
97 if use_phase = 0 # delete last row if u.se phase was zero to g1ve 

matrix correct dimensions 
a(: .nunLphases+1) = []; 
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endif 
end if 

end while 

# read in phase Lithium atom counts (niH) Li should always be first 
atom type in input file 

#skip= fscanf(myfile,"%s",1}; 
#for i= l:num_phases 
# niLi(i} = fscanf(myfile,"%d".1}; 

107 #endfor 

#construct niLi such that only anode materials contribute 
for i = 1: n unLphases 
if strcmp( electrode { i}," cathode'') 

112 niLi ( i) = a ( 1, i) ; 
elseif strcmp( electrode { i}, ''anode'') 
niLi(i) = 0; 
else 

printf("\n please enter cathode or anode for electrode value\n"); 
117 exit 

endif 
end for 

122 # read in mass convservation constants 
skip = fscanf(myfile. "%s" .2); 
for i =1:num_atoms 

skip= fscanf(myfile ,''%s" .1); 
b_type{ i }=fscanf( my file. "%s" .1); 

127 if strcmp(b_type{i}."const'') 
b_pre ( i )=fscanf (my file . "%f" .1) ; 

else 
start ( i )=fscanf (my file . "%f" .1) ; 
stop(i)=fscanf(myfile ."%f" .1); 

132 endif 
end for 

# read in whether temp or Press constant 
skip = fscanf( myfile . "%s" .1); 

137 consLvar =fscanf( myfile. "%s'' .1); 

142 

# read in constant variable value 
skip= fscanf(myfile ."%s'' .1); 
consLvar_value =fscanf(myfile ."%f'' .1); 

# read in variable intial value 
skip = fscanf(myfile. "%s'' .1); 
var_init =fscanf(myfile ."%f" .1); 

147 #read in variable end value 
skip = fscanf( myfile. "%s'' .1); 
var_end =fscanf( myfile. "%f" .1); 

#read in variable increment 
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152 skip = fscanf( myfile. "%s'' .1); 
increment =fscanf( myfile. "%f" .1): 

#read in variable printall 
skip= fscanf(myfile ."%s" ,1); 

157 printall =fscanf(myfile ."%s" .1); 

162 

#read in variable prinLcomp_map 
skip = fscanf( myfile. "%s" ,1); 
print_comp_map =fscanf( myfile. "%s'' ,1); 

#r e a d in v a r i a b l e p r i n t_ q u a n t 
#skip= fscanf(myfile.''%s'',l); 
#prinLquant = fscanf(myfile.''%s''.l); 

167 #read in variable debug 

172 

skip = fscanf( myfile. "%s" .1); 
debug =fscanf( myfile. "o/~" .1); 

fclose ( myfile); 

,~S#;'§ll~?ll///llll/1/1 read in Li entropy related energies*** 
my file = fopen ( [directory . • LLpl us. dat '] . "r"); 
LLvalid = 1; 

177 if myfile != -1 
inc = 1; 
dat = 0; 
while ( dat != -1) 

dat = fgetl(myfile); 
182 if (dat != -1) 

# this reads in the energies in units of Jjmol-c 
[ Li_temp (inc) LLVib_J (inc)] = sscanf( dat 1 "%f %f" 1 "C"); 
inc++; 

187 endif; 
end while 
fclose ( myfile); 

else 
LLvalid=O; 

192 endif; 
~{59';9',ft?'t9'19 1t9',9'lf,f,f~7'/Y't?'/;'Jf,f,j',f/71tft9'/f,f/t't9',91,}1;9'//,f,9',9',7';91t?',91;f,f;fo'lf,9'A1J9',9',9'////t'i'/Jl,9'//,lj,f,f,9'// 

,9Sfm'//§ilA'll/li/ll//l/l read vi bra tiona l energy tables 

************************ 
#read in data if it exists or else sets file validity bit to zero 

197 for i= 1: nunLphases 
valid(i) = 1; 
endfor 
,7\#f/llllll~fJWlll~W#'#'l§ read phase i 
#for i= l:(lisLsize) 

202 for i=1:num_phases 
myfile = fopen ( [phase{ i}. ··. dat'"]. ·· r"); 
if (myfile != -1) 
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#=1;;8&J !(strcmp (file_list(i).name .''data.dat")) 
#camp{ i}= s t rtru n c (file _list ( i) . name. length (file_ list ( i) . name)- 4): 

207 inc = 1; 
dat = 0; 
while ( dat != -1) 

dat = fgetl (my file); 
if (dat != -1) 

212 # this reads in the energies in units of Jjmol-c 
[temp(i,inc) f_vib_J(i.inc) spec_heat(i.inc) EnergyVib(i.inc)] 

sscanf( dat. "%f %f %f %f'' . "C") ; 
#printf(''f_vib_j of pha.se %5s=%10f\n". pha.se{i}. f_vib_J(i.inc)): 
inc++; 

endif; 
217 endwhile 

fclose (my file); 
else 
valid ( i )=0; 
endif; 

222 endfor 
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SAMPLE DATA SHEET 

The data.dat file contains all of the inputs for linear programming. It must be 

prepared in exactly the format as shown in the sample. The variables free_element 

and tie-line-calculation should always be set to "yes" as is done in the sample. The 

variable tieline-steps determines the resolution of a tie-line calculation. In these cal­

culations, linear programming runs repeatedly as the stoichiometry is varied between 

initial and final values indicated in the mass_conservation_constants table. If more 

than one element is set to "tie'', then calculations are run over a multi-dimensional 

stoichiometric space. Up to 5 elements can be varied. Tie-line_steps determines the 

number of calculations to be run between the initial and final values for each element. 

The data table contains all of the phases, each with the following attributes. 

Electrode = whether the phase is to be considered in the anode or the cathode. 

Use = allows the user to disable the phase by setting to "0" . 

Free_energy = the calculated total energy for the compound. 

Volume = volume per unit cell in A3 . Linear programming will output the change 

in volume. 

atomic count = the number of each constituent atom in each compound. 

The stoichiometry table listed under the words "Mass_conservation_constants" 

define the desired stoichiometry for the calculation. The second column determines 

whether the quantity of this element is to be varied for a tie-line calculation. A setting 

of "canst" will hold the quantity constant to the value in column 3. For any other 

value, column 3 and column 4 determine the initial and final value of the quantity 

for the tie-line calculation 

Constant_ variable should be set to "C", Constant_ variable_ value is ig­

nored but some value must be present. variable_start, variable_end, and vari­

able_incr determine the initial voltage of the cell, the final voltage, and the increment 

that it is increased for each linear programming minimization respectively. 
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data.dat 
1 #Lithium_in_firs L c olumn_l 

free_elemen t : yes 
tie-line_calculation: yes 
tieline_steps: 20 

6 Lithium static Energy -0.002612913 

phases electrode use? Free_energy ( ev / fu) volume Li 1Ig B N H 
end 

H2 anode 1 -3.298640.0 0 0 0 0 0 1 
N2 anode 1 -8.3259935000 0.0 0 0 0 1 0 

11 LLa anode 1 -1.8909667200 20.40 1 0 0 0 0 
LLc cathode 1 -1.8909667200 0.0 1 0 0 0 0 
Mg anode 1 -1.5390698000 22.87 0 1 0 0 0 
B anode 1 -6.5634110000 ~ ') ~ 

I . -;) 0 0 1 0 0 
NH3 anode 1 -18.ii63580000 0.0 0 0 0 1 3 

16 B2H6 anode 1 -32.7179300000 0.0 0 0 2 0 6 
LiH anode 1 -5.9874650000 16.07 1 0 0 0 1 
LiNH2 anode 1 -18.517 4670000 32.72 1 0 0 1 2 
Li2NH anode 1 -17.2606080000 34.12 2 0 0 1 1 
Li4NH anode 1 -21.4763140000 58.53 4 0 0 1 

21 Li4BN3H10 anode 1 -79.0055800000 149.93 4 0 1 3 10 
Li3B2NH8 anode 1 -60.3526800000 123.58 3 0 1 2 8 
Li2BNH6 anode 1 -41.8936800000 92.15 2 0 1 1 6 
Li3N anode 1 -15.5053530000 44.52 3 0 0 1 0 
LiN3 anode 1 -27.2512560000 45.24 0 0 3 0 

26 LiBH4 anode 1 -23.3192300000 53.25 1 0 1 0 4 
Li2Mg(NH) 2 anode 1 -32.4696880000 64.50 2 1 0 2 2 
Li2Mg2 (NH) 3 anode 1 -46.7387100000 91.04 2 2 0 3 3 
Li41Ig (NH) 3 anode 1 -49.7090000000 93.63 4 1 0 3 3 
Li3BN2 anode 1 -33.981.5440000 56.97 3 0 1 2 0 

31 Mg3N2 anode 1 -25.2899230000 62.34 0 3 0 2 0 
LiMgH3 anode 1 -14.5534810000 47.05 1 1 0 0 3 
1fg(NH2) 2 anode 1 -34.4643300000 72.04 0 1 0 2 4 
end 

36 Mass_conserv a tion_const ants 

Li const 200 
l\fg const 10 
B const 13 

41 N const 3 
H canst 60 

ContanLvariable (T(K) _or _p (KPa): c 
ConsLvariable_value (K_or_KPa): 101.325 

46 variable_start: -10 
varia ble_end: 0 
variable_incr: . 1 
printall: yes 
print_comp_map: yes 

51 debug: 0 
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Permission from Dr. Alireza Akbarzadeh for Figure 2.4 

Hi Tim, 

no problem from my side! congratulations! are you writing your disserta­

tion, that is great, good luck, Ali 

Permission from Dr. Candace Chan for Figure 3.1 

Hi Tim, 

6 Yes, you may use the TEl\1 image as long as you cite the journal publi­

cation wherein you borrow the image. 

Best, Candace 

Permission from Dr. Chris Marianetti for Figures 2.2 and 2.3 

Dear Tim, I do not see any problem at all assuming the reference is pro­

vided. I am glad that the work has been of use to you. Sincerely, 

chris 
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