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Prediction Intervals, Based on Ranges and Waiting Times, 
for an Exponential Distribution 
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Special math needed for explanations: Statistics 
Special math needed to use results: Statistics 
Results useful to: Practicing statisticians 

Abstract - This article contains two prediction intervals ap- 
plicable to a 2-parameter as well as a 1-parameter exponential 
distribution. One can be used to predict a future sample range on 
the basis of an observed sample range. Appropriate prediction fac- 
tors are tabulated. The other can be used to predict a waiting time 
between two future successive failures on the basis of an observed 
waiting time between two previous successive failures. 

1. INTRODUCTION 

In life testing and reliability studies prediction intervals, 
which use the results of a past sample, provide useful informa- 
tion about the realization of a random variable in a future sam- 
ple from the same distribution. For example, one might wish 
to predict the number of product failures during some future 
time period using past data. A recent comprehensive review ar- 
ticle by Patel [5] describes the availability of a large variety 
of prediction intervals for several life distributions. 

The exponential distribution is a common probability 
model. One of the first papers on prediction intervals based on 
this model was by Lawless [4]. Since then, this model has been 
investigated extensively, and several prediction intervals cover- 
ing different situations are available for it. 

This paper adds two more prediction intervals that apply 
to a 2-parameter as well as a 1-parameter exponential 
distribution. 

Let Ro(m) be the sample range of the life times when m 
items are put on a life test (without replacement). Similarly, 
let Rf( n)  be the future s-independent sample range of the life 
times when n items are put on a similar life test. Then the first 
prediction interval that we have obtained could be used to predict 
Rf( n)  on the basis of the observed Ro (m) . 

The prediction intervals are generally wider than s- 
confidence intervals because there are two sources of variation 
in their construction: 1) the presence of unknown population 

parameter(s) which may require some estimation, and 2) the 
variation due to the future sample [5,  p 23981. 

The exponential model is “conservative” because of its 
“no-memory’’ property. As a consequence, even its s- 
confidence intervals are wider unless the sample sizes are ex- 
tremely large. The prediction interval for the duration of a life 
test [4] is quite wide as seen from the prediction factors com- 
puted for it by Bain & Patel [l]. 

Range is a quick rough measure of the variability of the 
sample data. Hahn [3] has obtained prediction intervals to con- 
tain future ranges from a s-normal population. The knowledge 
of the value of a sample range provides good information about 
the quality of the experimental units involved in the study. As 
pointed out [3], such prediction intervals could be used in the 
following situation. Suppose a random sample of size n is to 
be taken from a future shipment of a product and the shipment 
is accepted only if the range of the sample is below a specified 
limit. Using the information from m past units, such a limit is 
a 1-sided upper prediction limit. Acceptance of the shipment 
using this procedure would help maintain the quality of the pro- 
duct. Prediction intervals to contain future ranges for popula- 
tions other than s-normal do not seem to be available at present. 
Section 2 covers the prediction interval for future ranges based 
on the exponential model. Table 1 provides the prediction fac- 
tors to compute the prediction limits. 

Let W (  i )  be the waiting time between failures ( i  - 1 ) and 
i when m items are put on a life test (without replacement), ( i  
= 1,2,. . . ,m) . We have obtained a prediction interval which 
can be used to predict the future waiting time W( s) on the basis 
of the observed waiting time W (  r ) ,  ( 1 5 r < s I m). This 
information could be useful in planning a maintenance program. 
The necessary prediction factors can be obtained from known 
tables. Section 3 covers this result. 

2. MODEL 

The Cdf of the lifetimes of all items is a 2-parameter 
exponential : 

If is known, the distribution becomes, effectively, the 
1-parameter exponential. 

Notation 

e scale parameter, unknown 
P 
X ( i ) ,  Yu) ordered failure times from two s-independent 

location parameter, known or unknown 

samples ( i=1,2 ,... m ; j = 1 , 2  ,..., n). 

0018-9529/92$03.00 01992 IEEE 

~- 

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on August 03,2023 at 18:53:56 UTC from IEEE Xplore.  Restrictions apply. 



470 IEEE TRANSACTIONS ON RELIABILITY, VOL. 41, NO. 3, 1992 SEPTEMBER 

TABLE 1 
Lower Quantiles k(y;m,n)  

Y 

n m .005 .01 .025 .05 .lo .90 .95 ,975 .99 ,995 

5 5  
10 
15 
20 
25 

10 5 
10 
15 
20 
25 

15 5 
10 
15 
20 
25 

20 5 
10 
15 
20 
25 

25 5 
10 
15 
20 
25 

,112 
.091 
.082 
.077 
,073 

.246 
,208 
,191 
,181 
.173 

,324 
,278 
.257 
,244 
,235 

,378 
,326 
,303 
,288 
,277 

.419 
,363 
,337 
,322 
.310 

,141 
,113 
.lo2 
.!I15 
,090 

.290 

.243 

.222 
,209 
,200 

,376 
.319 
.293 
,277 
,266 

,436 
,371 
,343 
,325 
.312 

,481 
.411 
.380 
,361 
,348 

.195 
,155 
,139 
.129 
,123 

.371 
,304 
.276 
.259 
,247 

,470 
,390 
,356 
,335 
,321 

,539 
,450 
,412 
,388 
.372 

.591 

.495 
,454 
,429 
,411 

.256 .349 2.866 3.899 5.125 7.106 
,201 ,269 1.710 2.185 2.699 3.445 
,179 ,238 1.394 1.751 2.127 2.658 
.166 .220 1.236 1.540 1.856 2.295 
.158 .208 1.138 1.410 1.691 2.080 

.458 .585 3.717 4.966 6.441 8.817 
,369 ,460 2.172 2.711 3.287 4.119 
.332 .411 1.757 2.151 2.563 3.139 
.310 .382 1.552 1.882 2.223 2.693 
,295 ,362 1.424 1.718 2.018 2.431 

.571 .717 4.203 5.578 7.198 9.806 
,465 ,569 2.435 3.010 3.624 4.506 
,420 ,509 1.963 2.378 2.810 3.412 
.394 .474 1.730 2.075 2.430 2.919 
,376 ,450 1.585 1.891 2.203 2.629 

,649 ,809 4.544 6.010 7.734 10.508 
.531 ,645 2.621 3.222 3.862 4.780 
,482 ,578 2.108 2.539 2.985 3.606 
,452 ,539 1.855 2.211 2.576 3.078 
,432 ,512 1.699 2.013 2.332 2.768 

.709 .879 4.809 6.344 8.150 11.053 
,582 .702 2.764 3.386 4.047 4.995 
,529 ,631 2.220 2.663 3.120 3.756 
.497 .589 1.952 2.317 2.690 3.201 
,474 ,560 1.786 2.107 2.433 2.875 

8.936 
4.065 
3.087 
2.646 
2.387 

11.009 
4.808 
3.602 
3.067 
2.756 

12.210 
5.235 
3.895 
3.306 
2.963 

13.063 
5.538 
4.103 
3.474 
3.110 

13.726 
5.773 
4.264 
3.604 
3.222 

R,,(m),RAn) sample ranges: Ro(m)  = X(m)-X(l), Rf(n)  

W (  i) waiting time between failures ( i  - 1 ) and i: W (  i) = 
X(i) - X ( i - ~ ) ,  ( i =  1,2 ,... , m )  

XTi), YG) ordered standardized r.v.'s from two s-independent 
samples from expf(.): X;i) = (X(i)-fi)/O, YG) = 
( Yv)-@)/8, ( i =  1,2 ,... m; j =  1,2 ,... , n )  

R$(m) ,Rj jn)  standardized sample ranges: &(m)  = Xim, - 
XTl), RJn)  = q l ) - y i l ) .  

LV (i) standardized waiting time: LV (i) = X;i) -X;i-l), 
( i =  1,2, ..., m) 

1 -a prediction probability 

= y(")-y(l). 
below, does not depend on any parameter(s). The Cdf H f ( y )  
of the r.v. RJn)  is known [2, p 121: 

~ ~ ( y )  = n(e-U-e-(Y+U))n-l e --U du 1: 
= 1:n( 1 -e-Y)"-le-nu du 

= (l-e-Y)"-l, for y L 0. 

Similarly, the Cdf H o ( x )  of the rv & ( m )  is: 

Other, standard notation is given in "Information for Readers 
& Authors" at the rear of each issue. 

H o ( x )  = ( 1 

Now. consider: 

for x L 0. 

3.  A PREDICTION INTERVAL BASED ON RANGES Pr{K 5 k }  = Pr{RfYn) R o * ( m ) }  

Consider the ratio of two s-independent ranges: = 1, H f ( W d H O ( X ) h  

= su K = R f ( n ) / h ( m )  = Rj jn ) /&(m) .  
( m -  1 )e-"( 1 -e-") m - 2 (  1 (1) 

The probability distribution of the r.v. K, which we obtained 
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TABLE 2 
Ratio of the Upper Prediction Limit to the Lower Prediction Limit 

[with selected m, n, (Y] 

. e -x ( l+ i+k j )  & 

by using the binomial theorem to expand: 

Let ky = k(y;m,n) be the y lower quantile for the Cdf{K}. 
Then 

with 0 < a1 < 1, 0 < a2 < 1 and a1 + a2 = a. The 
( 1 -a) 2-sided prediction interval of the future sample range 
Rdn) on the basis of the past sample range Ro(m) is: 

Similarly, (1  -a) 1-sided lower and upper prediction limits 
for Rf(n) are: 

We have computed prediction factors ky for m=5(5)25, 
n=5(5)25, y=0.005, 0.01, 0.025, 0.05, 0.10, 0.90, 0.95, 
0.975, 0.99, 0.995. These values are in table 1, and were com- 
puted with the Macintosh version 1.2.2 of ‘Mathematica’. A 
numerical root-finding routine, “Find Root”, was used. Table 
1 gives these factors accurate to 3 decimal places. Table 2 il- 
lustrates the effect of the increase in sample sizes m and n on 
the ratio of the limits using (3). 

Example I 

Consider the following failure times (in weeks) from an 
accelerated life test of 10 transistors having a 2-parameter ex- 
ponential life distribution: 7,9,9,10,13,14,16,17,19,25. We 
want to predict the range of the failure times of a future such 
test of 15 transistors using a 90% prediction interval. Then, for 
m = 10, &( lo)  = 25-7 = 18, n = 15, and the equal-tail 
case of a1 = a2 = 0.05, we find k0.05 = 0.464797 and b,95 
= 3.01029 from table 1. This provides a 90% 2-sided predic- 
tion interval for Rf(15) as: 

n m (k .  95 (‘ .OS) (k.975 ) 1 V.G-25 ) 

5 5 15.205 26.264 
10 10.852 17.383 
15 9.767 15.312 
20 9.253 14.351 

13.784 25 8.945 

10 5 10.852 
10 7.348 
15 6.477 
20 6.063 
25 5.816 

15 5 9.767 
10 6.477 
15 5.657 
20 5.268 
25 5.035 

20 5 9.253 
10 6.068 
15 5.268 
20 4.891 
25 4.664 

25 5 8.945 
10 5.816 
15 5.035 
20 4.664 
25 4.442 

17.383 
10.807 
9.287 
8.584 
8.168 

15.312 
9.287 
7.896 
7.253 
6.873 

14.332 
8.584 
7.253 
6.638 
6.274 

13.784 
8.168 
6.873 
6.274 
5.920 

[0.464797* 18, 3.01029- 181 = [8.37, 54.191. 

Similarly, 90% 1-sided lower and upper prediction intervals are: 

[0.569004*18, m) = [10.24, m) 

[0,2.43540* 181 = [0,43.84]. 

Side Remark 

Table 1 can be used to obtain a certain type of s-contidence 
interval. Suppose X’s have unknown parameters (el,p), and 
Y‘s have unknown parameters (e2,p). 

giving a y upper s-confidence limit for &/e2. Similarly a lower 
limit can be obtained. This s-confidence interval is useful where 
extreme observations are available but the complete samples 
are not. 
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4. PREDICTION INTERVAL BASED ON WAITING Example 2 

Let 15 transistors be put on an accelerated life test (without TIMES 

replacement) and let failure times have a 2-parameter exponen- 
tial distribution. Let the failure times for transistors #4 & #5 
be 10 and 13 weeks, respectively. Using this information, we 
want to find a 90% prediction interval for the waiting time be- 

(m-r+l)W(r) 2 ( m - r + l ) W * ( r )  ’ tween, future failures #9 & #lo. Here m=15, r=5, 
W(5) = 13- 10=3, s= 10; andfo,w=f(0.90;2,2) =9.0. This 
provides a 90% 1-sided upper prediction limit of 

We consider the ratio, 

F =  (m-s+ l )W(s)  - - 2(m-s+l )W*(s)  

(1 I r < s I n). 

. 3 . 9 = 49.5. The (m-s+l)W(s) is s-independent of ( m - r + l ) W ( r ) ,  
and both have the 2-parameter exponential distribution [2, p 

15-5+1 
15 - io+ 1 

1531. The r.v. Fhas an F-distribution with 2 degrees of freedom 
in both numerator and denominator. Let f, = f(y;2,2) be its y 
lower quantile: Pr{Fsf,} = y. Since 

Ifi-,* = 1-CY 1 (m-s+ l )W(s)  
Pr I (m-r+l)W(r) 

with  CY^ + cy2 = CY defined as in section 3, we have a (1 -CY) 
2-sided prediction interval of a future waiting time W ( s )  on 
the basis of the past waiting time W( r )  : 
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c = (m- r+ l ) / (m-s+ l ) .  

Similarly ( 1 -CY) 1-sided lower and upper prediction limits for 
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Sincef, = f(y;2,2) can be found from the F-distribution tables, 
prediction factors ~-f(,;~,~) do not require computing any new 
tables. 

Since the distribution of the rv (m - i + 1 ) W( i) is exponen- 
tial, it has the “no memory” property. Because of this, our 
prediction interval is based only on the present information given 
by W( r )  to predict the future value of W (  s). 
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