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PHYSICAL REVIEW A, VOLUME 65, 042727

Doubly differential electron-emission spectra in single and multiple ionization of noble-gas atoms
by fast highly-charged-ion impact

T. Kirchner! L. Gulyas? R. Moshamme?,M. Schulz? and J. UllricH
1Department of Physics and Astronomy, York University, Toronto, Ontario, Canada M3J 1P3
2Institute of Nuclear Research of the Hungarian Academy of Sciences (ATOMKI), P.O. Box 51, H-4001 Debrecen, Hungary
3Max-Planck-Institute fuKernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany
“Department of Physics, University of Missouri-Rolla, Rolla, Missouri 6540
(Received 1 November 2001; revised manuscript received 22 January 2002; published 10 April 2002

Low-energy electron emission spectra are studied in collisions of 3.6 MeV/artiti Aans with neon and
argon atoms for well-defined degrees of target ionization. We calculate doubly differential cross sections as
functions of the recoil-ion charge state in the continuum-distorted-wave with eikonal initial-state approxima-
tion using a binomial analysis of the total and differential ionization probabilities, and compare them with the
present and with previously published experimental data. Very good agreement is found for the single-
ionization spectra and for double ionization of neon, while some discrepancies are observed in the spectra for
double and triple ionization of argon.

DOI: 10.1103/PhysRevA.65.042727 PACS nuntber34.50.Fa

[. INTRODUCTION electron emission foQp /v p>1, and that they are efficiently
included in the CDW-EIS model.
- - . We note that very recently marked discrepancies between
, By comp|n|ng recoil-ion momentur’_n spectroscopy with experiment and CDW-EIS calculations were found in elec-
h|ghly efficient electron spectrometers it has rgcently become, spectra as a function of the projectile deflection when
possible to map the low-energy electron continuum of atomge coulomb interaction between the fast, highly charged
subject to ionizing collisions of charged particles or photons,ygjectile and the target nuclei is omitted in the calculation
down to threshold1]. In particular, several kinematically [11,17. The inclusion of the nucleus-nucleus interaction
complete experiments have been carried out for sifigle  changes the theoretical results significantly, but does not re-
double[2,3], and triple[4] ionization of atoms by fast-ion move the discrepancy with the experimental dgta,13.
impact. These measurements have provided important inFhis result is in contrast with previous calculations for inter-
sights into the collision dynamics, e.g., different ionizationmediate energy proton-helium collisiofts4], which demon-
mechanisms were identified, and the role of electron-electrostrated that the inclusion of the nucleus-nucleus interaction
correlations in multiple-electron transitions was analyzed tdmproves the agreement with experimé¢hf] considerably.
some extenf5]. While this issue is not yet settled satisfactorily, we empha-
A deeper understanding of the data hinges on the availsize that doubly differential cross sectiof®DCS’s) for
ability of systematic theoretical models for the description ofelectron emission, which are integrated over the projectile
the investigated scattering systems. For 100 MeV/arfiti C Scattering angle, are not affected by the interaction between
+He collisions a combined experimental and theoreticafh® nuclel16]. The present paper deals only with DDCS's of

study of single ionization revealed the importance of higher!Nis type. _ _
order contributions to electron ejection in the plane that is | Ne CDW-EIS calculations reported for heliy@, neon,

perpendicular to the scattering plane and contains the initizsf'll.nd argori9] target atoms rely on an effective single-particle

projectile beam directiof6]. In the case of double ionization pgﬁég I.gf,enttri]sl tz;g dettrgﬁ)sr::ic;i ;en?rﬁtsj dnetgdtob{:oa:ltisr,:ﬂglrﬁ-
a comparison of experimental spectra with calculations in thé P ’ P

first Born approximation with shake-off elucidated the rolestates are calculated for all initially occupied orbitals. For
- ppro. . .. -neon and argon targets the theoretical single-particle
of initial- and final-state correlation effects on a detailed

. ; electron-emission spectra show a marked dependence on the
level [7]. In the regime of strong perturbatio®s/ve>1  jygjyidual initial states, but these structures disappear when
(Qp andvp are the charge and the velocity of the projectile, ine contributions of all initial states are added to compare the
respectively experimental doubly differential electron- spectra with experimental DDCS40]. It has been pointed
emission spectra for single ionization revealed strong twogyt that the results obtained by this summation do not corre-
center effects even at very low electron energies and a peajpond to pure single ionization, but iaclusiveor net ion-

at ultralow energies, which was termed the “target cusp’ijzation events, i.e., to situations in which the final state of
[8,9]. Both features could be reproduced by continuum-one electron in the continuum is detected, while nothing is
distorted-wave with eikonal initial-stat€DW-EIS) calcula-  known about the final states of the other electrphg. As
tions reported along with the measurements. By contrasthe latter can also be removed from the target in the same
first-order Born calculations fail to describe the data in thiscollision event, the net ionization DDCS contains contribu-
region [10]. This demonstrates that higher-order contribu-tions from multiple ionization processes. This interpretation
tions are important to describe the two-center nature of thef the theoretical results is supported by the fact that im-
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proved agreement between theory and experiment at higherder of a distorted-wave series. The transition amplitudes to
ejected electron velocities was found when the experimentdinal continuum states can be written as
DDCS'’s for single- and multiple-electron ionization events
were added according to the degree of ionizaf®h T P +

Given these findings the question arises whether it is pos- ajf(b)=—i s dt(xy Ih—iddxi), ®)
sible to extract theoretical DDCS’s for givenfinal charge
Stateq of the recoil ion from the CDW-EIS calculations in whereb denotes the impact-parameter vector, a(r'l]+d and
order to compare theory and experiment in more detail. Such = are the distorted initial and final states, respectively. They
DDCS’s are still one-electron spectra, but they are obtained,e taken to be products of undisturbed eigenfunctignsof

%pommg?nce_ W'tg dmultlptlje_ |onr:zat|on in the casevu\})ﬁl. the target atom and distortion factofg; which account for
[his problem Is addressed in the present paper. We are pafe jyieraction of the active electron with the projectile,
ticularly interested in the question of whether such spectra

can be described in the framework of the independent-
particle model (IPM). We concentrate on 3.6 MeV/amu
Au®*" impact on neon and argon targets, for which good -_ —( —iggt

agreement between experiment and the CDW-EIS calcula- Xe =edDLy (r=Rye e, ©
tions was found for the net electron emission. A preliminaryWith this ansatz two-center effects are included in the de-

account of this work including theoretical results for NEONg rintion of the scattering system while the first Born ap-
targets was given in Ref18]. o i R
) . .. proximation is obtained by setting;" =L; =1.
The present paper is organized as follows. We start with The undisturbed bound and continuum funcii are
brief summary of the CDW-EIS model in Sec. Il A, and we : : . -lanS
btained from a numerical solution of the stationary Sehro

describe in Sec. Il B an IPM-based analysis used to calculatg. . . )
. o inger equation for the target atom with the OPM potential
the DDCS as a function of the recoil-ion charge statén . . . N
ge sta ;;21]. The initial-state distortion facto£;" is given by an

Sec. lll we compare the calculations with experimental data“ . . . _
for neon(Sec. Il A) and argon(Sec. Il B) targets. Our find-  €ikonal phase, whereas the final-state distortion fa€toris
ings are summarized in Sec. IV. Atomic unité = m.=e represented by a Coulomb wave. These choices define the

=1) are used throughout. CDW-EIS model and ensure that the boundary conditions of
the scattering system with long-range Coulomb potentials are

xi =L (r=Rye ', (4)

satisfied[22].
Il. THEORY Instead of calculating the integral of E@) explicitly one
A. CDW-EIS model for net electron emission makes use of the fact that the Fourier transfdryp(#) of

In the effective single-particle description of ion collisions ?i;(itz)) ticin be %Ivr?nti |r:] a?i\rl]ytlcrjogrﬁﬂ]hOIIDDCIZig sr:‘olréglet
with multielectron target atoms the scattering system is rep'>/#ation as a iunction ot the energy, and Sofid angie.le,

- . . y 2
resented by a set of time-dependent single-particle equatio% thte ejected electron ?re O?ta'n?d byollntegratﬁa,g| OV?I:
for all initially occupied orbitals, e transverse momentum transfgrand summing up the

contributions of all initially occupied orbitals,
i (r,)=h(t)yi(r,t), i=1,...N. 1)

d’c : 2 2 . 2 2
We use a Hamiltonian in which the Coulombic electron- dse|dQe|_i§1 fd 7Ris ()] _;1 f d%blay(b)|".
nucleus and electron-electron interactions in the target atom (6)
are taken into account in terms of a frozen atomic potential
Vaom- The projectile is located at the positiéwith respect B. CDW-EIS model for electron emission for a given recoil-ion
to the target center, and is described by a pure Coulomb charge state
potential for the charg®p (Qp=>53 in the present case of

Au®* projectile ion3 As a first step for the calculation of electron-emission
spectra as a function of the recoil-ion charge stptge ex-
R 1 Qp tract the impact-parameter-dependent ionization amplitudes
h(t)=—5A+va0on{r)— =Rl (20 a;(b) by evaluating the two-dimensional Fourier transform
. T 1
Recent studies have shown that it is important to employ a;(b)= ZJ dyexp—in-b)Ri( 7). (7)

accurate atomic potentiads,,ny,in order to obtain reasonable

electron-emission spectrgl7]. In this work we use the

exchange-only version of the optimized potential methoo‘:_)etails of_this proc_edure can l_)_e found in R@‘3]_._We de-
(OPM) [19], in which self-interaction contributions con- fine the single-particle probability for the transition from a

tained in the Hartree potential are canceled exactly by th@!Ven initial state to a final state with emission enesgyand

exchange term such that the correct asymptetidr behav-  €Mission anglée by

ior is approached smoothly. )
In the CDW-EIS model introduced by Crothers and Mc- d°pi(b) 1 de Iy (b)]2 ®)

Cann[20] the single-particle equatiori4) are solved to first degdQq  2m)o ~ OISR

042727-2
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where ¢, denotes the _azimutha_l anglt_a o_f the imp_a_ct- d2P,(b) N d2pi(b) N dZPq(b)
parameter vectds. Total single-particle ionization probabili- deod0. & dedOo qm. (15
ties are obtained by integrating E¢B) over the electron felfifel =1 UEeM2%el =1 Ueell lel
coordinates,
d?p;(b) This quantity measures the impact-parameter-dependent
Di(b):j dsj dQeldeQel- (99 probability of finding an electron with emission energy

and emission anglé€), in the continuum, while the other
Furthermore, we define the integrated net ionization prob€l€Ctrons are not detected. When integrated ouée DDCS
ability by of Eq. (6) is obtained again.

N
Pnet(b):;l pi(b). (10) 1. RESULTS AND DISCUSSION

In this section we compare our theoretical results with

This quantity corresponds to the average number of emittegresent and with previously published experimental data for
electrons and is equal to the mean value of the distribution 08 g Mev/amu AGS™ impact on neor{Sec. Ill A) and argon
the probabilitiesP, for the ionization ofg out of N electrons: (Sec. 11l B) atomg[9]. In addition to the CDW-EIS model we
have used the nonperturbative basis generator method
(BGM) [26] to calculate total probabilities and cross sections
for electron removal(the sum of ionization and captyre
from neon targets. These data are included in the discussion

In the framework of the independent particle model theto provide some additional information about the quality of
probabilitiesP,, for g-fold ionization are calculated by a bi- the CDW-EIS approximation in the regime of strong pertur-
nomial analysis of the single-particle probabilitigs On the  bations Qp/vp~4.4 a.u. for the present collision systems

N
P“E‘b):q; qPy(b). (1)

level of a shell-specific mod¢R4] P is given by In the BGM, the single-particle equatioffs are solved in
a dynamically adapted basis constructed by repeated appli-
Ni, .- Nm m N;! cation of the(regularized projectile potential on a set of
Pq(b)= I1 — undisturbed target eigenstatgs,),v=1, ... V}. The basis
Q1 oo adm=0;q1+---+qm=0q i=1 qu(N| Qi)!

does not include moving projectile states explicitly to de-
X [pi(0)]%9[1—p;(b)]Ni— . (12)  scribe electron capture, but previous work has shown that
capture and ionization can be separated by projecting out the

Here, m is the number of electron shelld); is the initial ~ Part of the electronic density that is transferred to the projec-
number of electrons in each shell, and thecount the elec-  tile [27]. In the present calculations we have not carried out
trons that are removed from thth shell. Total cross sections (Nese projections, since a large number of states has to be

(TCS’y for g-fold ionization are obtained by integration of considered for the 53-fold charged projectile, and capture
bPy(b) over the impact parametér can be expected to be small in the fast collisions considered

In analogy with Eq(12) one can definelifferential prob- here_ ©=12 a.u.). Therefore, th_e elect_ron_ removal cross
abilities for g-fold ionization [25]. Here we consider the sections should be comparable with the ionization cross sec-
probability of ionizingg out of N electrons and detecting one tions. We have used the same basis set as in[Ref.

of these electrons at the emission energyand the emission 1 "€ experiments were performed at the Universal Accel-
erator(UNILAC) of GSI (Gesellschaft fuSchwerionenfors-

angleQ: k ; o
chung using a multielectron recoil-ion momentum spec-
d2P(b) Ny, ... Np m 42p, (b) trometer. Details about the operating principle and the
I Nk L, resolution of the spectrometer can be found in RéB].
deedQel gy, ....n=0+ - +ay=q i=1 deed Qe Electron spectra for emission energies=100 eV down to
(13 threshold €4=0 eV) have been measured in coincidence
with the full momentum vector and the charge state of the
dZPqi(b) N;! d?pi(b) . recoiling target ion, and th@unchangegicharge state of the
ded0e GI(N—a )l dedd [pi(b)]% outgoing projectile to obtain DDCS'’s for well-defined de-
eedQe  Qi'(N;—0;)! degdQy L .
grees of ionization. An electron momentum resolution of
X[1—p;(b)]Ni~ 4, (14  Ap=1x10"? au. in the longitudinal andAp, =1.4

X 1072 a.u. in the transverse direction with respect to the
Integration of this differential probability over the impact projectile beam axis has been achieved. This corresponds to
parameterb yields the DDCS for well-defined degrees of an energy resolution oAe,=2.5 meV at threshold. For
ionizationg. The totalg-fold ionization probabilityP, [Eq.  each event the momentum vectors of up to three electrons
(12)] is recovered when Ed13) is integrated ovee, and  were recorded yielding kinematically complete experiments
Q. Finally, we define a differential net ionization probabil- of single, double, and triple ionization. In this paper we con-
ity in analogy with Eq.(10) and obtain centrate on one-electron spectra for well-defined degrees of

042727-3
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FIG. 1. Single-particle ionization probabilities for the,12s, d — g5
and 2p initial states as functions of the impact parameter for 3.6 — [ 9 1 9 . g:g'
MeV/amu Aw®" +Ne collisions. (a) Original CDW-EIS calcula- S 10k 4 | q=8
tions and(b) CDW-EIS calculations using Eq17). ©
ionization, which are integrated over the deflection of the
projectile. Kinematically complete data for single ionization
of helium are reported in Ref12].

A. The collision system 3.6 MeYamu Au®**+Ne

For the collision systems to be discussed in this paper we
encounter the problem that the integrated single-particle ion- FIG. 2. Impact-parameter-weighted probabilities dpiold ion-
ization probabilitiesp;(b) [Eqg. (9)] become large at small |za§|3(1n as fun(.:tllons of the impact parameter for 3.6 MgV/amu
impact parameters and exceed unity for some initial states. AU” +Ne collisions. CDW-EIS calculations far=1, ... . ,4using
This behavior is a consequence of the nonunitarity of thé® Ed. (16) and (b) Eq. (17), and CDW-EIS calculations foq
CDW-EIS approximation, and shows the limited validity of =2 - - - :8using(c) Ea. (16) and(d) Eq. (17).
this perturbative method for close collisions, in which the ) o o
perturbation is very large. We note, however, that the CDW2nly weakly due to its strong binding energy. The unitarized
EIS model has proven to be valid in the strong perturbatiorProbabilities of the initialL-shell states are considerably
regime as long as the region in which the probabilities exSmaller than the original probabilities in the impact-
ceed unity is relatively smalR9]. This is due to the fact that Parameter rangeb<5 a.u., and approach them at larger

higher-order effects are efficiently included in the distortedd- We note that we have applied Ed.7) to all initial states,
initial and final states. since we find it more consistent to assume that the probabili-

In order to use the calculatgmi(b) in the binomial analy- ti€s which are slightly smaller than 1 are also overestimated
sis of differential and total ionization cross sections one ha$® SOme extent. _ -
to ensure thaip;(b)<1 for all b, since otherwise some  1he impact-parameter-weighted total probabilities for

multiple-electron probabilities become negative. We haved-fold ionizationbPq(b) obtained from mode(a) [Eq. (16)]
considered two alternative methods: first, we have cappe@nd modelb) [Eq. (17)] are displayed in Fig. 2. Obviously,

the p;(b) [model (a)] the probabilities associated with higher recoil-ion charge
states are significantly reduced by the unitarization. They
pi(b)y=1 if pi(b)>1, (16)  contribute mainly at small impact parameters, for which the

unitarization depletes the single-particle probabilities. We
and, second, we have used the unitarization prescription pr@lso observe that thePy(b) for the lower charge states are

posed in Ref[30] [model (b)] shifted somewhat toward smaller valuesboModel (a) [Eq.
(16)] forbids one-electron ionization rigorously and two-
pi(b)=1—exg —p;(b)]. (17)  electron ionization very efficiently in the<2.4 a.u. range,

in which the ionization probability of the &, initial state is
In Fig. 1 we show the original and the unitarized single-set equal to 1. This is a consequence of the- pjzpo)z—qi

particle ionization probabilities for neon target atoms. Thefgciors in Eq.(12). In model(b) [Eq. (17)] this condition is
largest contribution to the total cross section is due to thgg|axed, and one- and twofold ionization events are possible
2p, initial state, which is aligned along the projectile beamin cjose collisions, albeit with small probabilities.

direction. The corresponding probabilips, exceeds unity In Fig. 3 we compare the TCS’s fap-fold ionization &

for impact parameteris<2.4 a.u. The contribution from the of neon atoms obtained from modg) and model(b) with

2s initial state exceeds unity only slightly at very small im- experimental data angifold electron removal cross sections
pact parametes<<0.1 a.u., while the ionization probability obtained from the BGM, in which unitarity is ensured auto-
of the perpendicularly aligned @3 initial state remains matically. Since the experimental cross sections were not
smaller than 1 at alb values. The & initial state is ionized measured on an absolute scale we have plotted the ratios
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L L L 0 e T T T T T T3
1.0 4 = E Au™' + Ne: q=1 —— model (a) J
E 3 N model (b) ]
C ] L ——- net DDCS |
i ] 100 & v, =0.95au. -
01 E_ i, E ; - o ~ x105
[oy E T g TR e E r Ve \\\\
A ; ey .
0.01 3 g '-'E cé;'
F —— model (a) Y 3 @ 12 -
[ model (b) A ] ~. 10
[ —— BGM ] g
CUBOMR | =
1 2 3 4 5 6 7 8 & 10"
recoil ion charge state q 8
FIG. 3. Total cross section ratR,= o4/, as a function of the 24 |
recoil-ion charge statq for 3.6 MeV/amu AG%" + Ne collisions. 10
The theoretical models are explained in the text. Full triangles: C
present experimental data. r
; ; ; : 107 -
Rq=04/oy in Fig. 3. First, we notice that the CDW-EIS :
calculations with both model&) and (b) give almost iden- o
tical results for the lower charge statgs-4. These charge 16 L
states are mainly produced in relatively distant collisions, in 10 -1 3

which the single-particle probabilities of both models are
very similar(cf. Fig. 2. At higherq the unitarization reduces
the TCS significantly and leads to good agreement with the FIG. 4. DDCS’s for net and singleg& 1) electron emission in
experimental data, while modéh) badly overestimates the 3.6 MeV/amu AG** +Ne collisions. The DDCS's at, =0.45 and
measurements in this range. One is led to the conclusion th&t95 a.u. are multiplied by the indicated factors. Mo@glrefers to
the unitarization improves the quality of the CDW-EIS ap-the use of Eq(16), model(b) to Eq. (17). Symbols: experimental
proximation for the large perturbatio®p/vp~4.4 a.u. data from Ref[9] normalized to the present CDW-EIS calculations
However, the cross sections obtained from the BGM suppor®r 4=1.
the results of mode(la), and are even larger for the highest
charge states), since theK-shell electrons are efficiently Speculate that the unitarization mimics effects that are be-
removed from the target atom by capture processes occurringnd the IPM, but further studies are necessary to clarify this
in close collisions. The comparison of the CDW-EIS andissue. Obviously, it would also be desirable to perform simi-
BGM results favors a different interpretation, namely, thatlar comparisons between theory and experiment in the re-
model (b) overemphasizes the effect of unitarity, and thatgime of weaker perturbation®p/vp, in which noad hoc
model (a) is better suited to correct the original CDW-EIS corrections of the single-particle ionization probabilities such
results. If one adopts this point of view, one has to concludé@s the unitarization procedure are necessary.
that the experimental data cannot be described by the Hamil- We now turn to the DDCS’s for well-defined degrees of
tonian (2) and the binomial analysi€l?2) of the propagated ionization. In Fig. 4 we compare theoretical results for net
orbitals, and that the good agreement of mddelwith the  and single(i.e., g=1) ionization of neon with the experi-
experimental data is fortuitous. mental DDCS's forg=1 that were published in Ref9]. As

To improve the description of the scattering system wecan be expected from the total ionization probabilitiEgy.
have repeated the BGM calculations with a Hamiltonian tha®) the results obtained from both modét and (b) essen-
includes time-dependent screening effects due to the increatially coincide. They are in very good agreement with the
ing binding of the target as electrons are removed during thexperimental DDCS’s over the entire range of transverse and
collision (BGM-R). We have used the global screening longitudinal electron emission velocities shown. Only for the
model proposed in Ref[31]. Figure 3 shows that time- lowest transverse velocity cut at =0.05 a.u. do we ob-
dependent screening reduces tiéold electron loss cross serve slight discrepancies around longitudinal velocitigs
sections at higlhy, but the effect is relatively small and does ~0.25 a.u. The fact that we have confined the calculation of
not explain the steep decrease of the experimental datarobabilities to impact parameteis<20 a.u. is likely to
Given this set of theoretical results it remains unclearexplain why the calculated DDCS is smaller than the experi-
whether the measurements at high charge statean be mental one in this region of low emission velocities that
described in the framework of the IPM using a more refinedcorresponds to distant collisions.
dynamical screening model, or whether electron correlation The theoretical results for net ionization, which are also
has to be taken into account. From the striking agreement dficluded in Fig. 4, are in close agreement with earlier calcu-
the CDW-EIS results of modéb) and experiment one may lations for A" + Ne collisions[9] obtained with a Hartree-
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FIG. 5. DDCS'’s for double d=2) electron emission in 3.6 FIG. 6. DDCS's for net and singleg& 1) electron emission in
MeV/amu Awr®" + Ne collisions. The DDCS'’s at, =0.45 and 0.95 3.6 MeV/amu AG®" + Ar collisions. The DDCS's ab | =0.45 and
a.u. are multiplied by the indicated factors. Moda) refers to the  0.95 a.u. are multiplied by the indicated factors. Mo@lrefers to
use of Eq(16), model(b) to Eq.(17). Symbols: present experimen- the use of Eq(16), model(b) to Eq. (17). Symbols: experimental
tal data. The measurements have been put on an absolute scale dgta from Ref[9] normalized to the present CDW-EIS calculations
using the measured ratR,=o0,/0; and the normalization of the for q=1.

DDCS forgq=1 to the present CDW-EIS calculations.

B. The collision system 3.6 MeYamu Au®3*+Ar

Fock-Slater model potential to describe the target atsee For argon targets the single-particle ionization probabili-
also Ref[18]). We observe that the net DDCS falls off more tjes of all M-shell electrons exceed unity at small impact
flatly at higher longitudinal emission velocitieg than the  parameter$ with maximum values that are larger than in the
DDCS forg=1. This behavior reflects the contributions of case of neon. This can be explained by the smaller binding
multiple-ionization events in close collisions, which corre- energies of the argon states, which make ionization more
spond to relatively high emission velocities. likely. The 3p, initial state gives the largest contribution to
Figure 5 displays the DDCS’s obtained in coincidencethe total ionization cross section. The corresponding prob-
with the recoil-ion charge statg=2. Again, the results of ability ps, exceeds unity fob<3.3 a.u., and reaches the
model (a) and model(b) to correct the single-particle prob- yalue P3p, = 1.64 atb=0 a.u. The 3- and 3, -state prob-
abilities are in close agreement. Modé) leads to slightly  jnijities gxceed unity only at small impact parameters
larger DDCS's, particularly at higher;. This can be ex- g3 5.
plained by the fact that twofold ionization is not as effi-  Ag in the case of neon targets we have applied the IPM-
ciently suppressed in modéd) as in model@) in the region  pased analysis of Sec. I B and mode) [Eq. (16)] and
of small impact parameter&f. Fig. 2), which gives rise  model (b) [Eq. (17)] in order to calculate the DDCS as a
predominantly to relatively fast emitted electrons. The agreefunction of the recoil-ion charge statg[Eq. (13)]. The re-
ment with the experimental data is very good, which demonsults forq=1 are presented in Fig. 6. Both models give
strates that DDCS'’s corresponding to low charge staten  similar results except for high longitudinal velocitieg, for
be reliably calculated in the IPM framework for neon atoms.which the DDCS's obtained from modéb) are somewhat
Given the TCS's shown in Fig. 3 we expect discrepancies idarger. This behavior is also present for neon targeftsFig.
the DDCS's at higher charge states, when madgels used. 4), but it is much more pronounced in the case of argon,
It would be interesting to check whether modb) would  since the impact-parameter region in which the single-
improve this situation as for the TCS's of Fig. 3, but, unfor- particle ionization probabilities become larger than 1 is ex-
tunately, the statistics are not sufficient to extract experimentended to largeb values. As a consequence, the total one-
tal DDCS’s in coincidence with highet values. electron ionization probabilityR,-1) equals zero in model
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FIG. 7. DDCS’s for double d=2) electron emission in 3.6 FIG. 8. DDCS'’s for triple {=3) electron emission in 3.6 MeV/
MeV/amu Awr3* + Ar collisions. The DDCS'’s ab, =0.45 and 0.95 amu Aw®* + Ar collisions. The DDCS’s ab, =0.45 and 0.95 a.u.
a.u. are multiplied by the indicated factors. Moda) refers to the  are multiplied by the indicated factors. Modg) refers to the use
use of Eq(16), model(b) to Eq.(17). Symbols: present experimen- of Eq. (16), model(b) to Eq. (17). Symbols: present experimental
tal data normalized to the present CDW-EIS calculationgjfer2. data normalized to the present CDW-EIS calculationsgfer3.

(a) over a larger range of impact parameters, whereas thigarable shapes of the measured and calculated DDCS's, but
process has a nonzero probability if mod®lis applied. We  we note that better agreement was found for double ioniza-
find very good agreement with the experimental data for theion of neon(cf. Fig. 5. Similar to the case of=1 the
transverse velocity cuts, =0.05 a.u. andv, =0.95 a.u,, DDCS’s obtained from modelb) fall off more flatly at
and a theoretical DDCS that decreases somewhat more rapigher longitudinal velocities than the results of modéd),
idly than the measurementswiat=0.45 a.u. in the region of a trend that is supported by the experimental data and is also
larger longitudinal velocities|. We note that this discrep- observed in the DDCS's fog=3 (Fig. 8). Obviously, the
ancy is slightly reduced when modg) is applied to calcu- experimental uncertainty is larger than for the lower charge
late the DDCS. statesq, but the data indicate even more flatly decreasing
We have also included the theoretical results for net ionDDCS’s at higher values af than predicted by the CDW-
ization in Fig. 6, which were compared to experimentalEIS calculations using modéb) for all transverse velocity
DDCS'’s summed over the degree of ionization in Héf. cuts.
The deviations of the net DDCS’s from the DDCS'’s fpr Finally, we present theoretical DDCS’s obtained from
=1 are significantly larger than for neon targets, sincemodel(a) forg=1,...,8 atv, =0.05 in Fig. 9. We observe
multiple-ionization events occur with higher probability in that the asymmetry of the DDCS increases with increasing
the case of argon. This observation shows clearly that the neharge state). This feature can be attributed to two-center
DDCS, which is obtained by summing over the contributions(postcollision interactioneffects, since higheq values are
of all initial states[Eqg. (6)] should not be compared with mainly produced in close collisior(sf. Fig. 2), in which the
experimental singleq= 1) ionization. Only for weak pertur- projectile drags the electrons strongly in the forward direc-
bationsQp/vp does this procedure avoid significant errors,tion. We note that this two-center effect is also observed at
since the contributions from multiple-ionization events arehigher transverse velocities.
small. Interestingly, the DDCS’s fog=1, . . . ,6cross at a single
In Fig. 7 we present DDCS'’s fay=2. As the ratio of the  point located ab~2 a.u. A detailed analysis of the differ-
DDCS'’s for double to those for single ionization could not ential and total single-particle probabilities involved in form-
be determined with sufficient accuracy from the measureing the DDCS shows that the crossing is caused by the ex-
ments, we have adjusted the absolute normalization of thponential decay of the probabilities at large impact
experimental data to the theoretical results. We observe conparameters and the binomial expressiofi3) to calculate
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A Y Ar L ofold DDCS present qpp_roar;h to calculating DDCS's for well-defined de-
--- net DDCS grees of ionization in the framework of the IPM.

1 0—13

' IV. CONCLUDING REMARKS

; \ 1 In this work we have considered differential and total ion-
H R E ization cross sections for given recoil-ion charge stgtése
;' R ] have calculated impact-parameter-dependent ionization prob-
1 R 1 abilities for 3.6 MeV/amu Ae*" impact on neon and argon
] ) | atoms with the CDW-EIS method and have used a binomial
/ \‘ ] analysis to extract DDCS’s and TCS's as functionsqof
! * ] Good agreement with experimental DDCS’s is found for
/ AN single ionization. The single-ionization DDCS's fall off more
4 - steeply with increasing longitudinal electron veloaitythan
o] the net ionization DDCS’s, which are obtained by simply
3 summing over all initial target states. This demonstrates
clearly that net ionization has to be distinguished from single
N\ 1 ionization in the regime of strong perturbations.
\ 1 Furthermore, we have found that the total single-particle
18 __ ionization probabilities of the outermost subshells exceed
unity at small impact parameters and need to be capped or
unitarized. The DDCS'’s for single and double ionization of
ol L L . neon are rather insensitive to these procedures and agree well
10 with the measurements. However, the TCS’s are reduced by
the unitarization prescriptiol7) for the higher recoil-ion
charge states such that the agreement with experiment is im-
FIG. 9. DDCS’s for net andy-fold electron emission in 3.6 Proved considerably. At present it remains unclear whether
MeV/amu A3 + Ar collisions atv, =0.05 a.u. The DDCS's for this behavior, which is not supported by nonperturbative
the charge stategcorrespond tg=1, . . ., 8from top to bottom at BGM calculations, is fortuitous. For argon targets the unita-
the locations of the maxima. rization prescription(17) shifts the totalg-fold ionization
probabilities to smaller impact parameters and leads to an
the DDCS, i.e., it is a direct consequence of the IPM-baseghcrease of the DDCS's fog=1, ...,3 at largev|. The
analysis. We found that such crossings are present in thggreement with experiment is considerably improved com-
theoretical Spectra in a Variety of different Situations; i.e.,pared to the results obtained from Capping the probabi”ties
they occur also for higher transverse velocities, for weakegccording to Eq(16).
perturbations, and for the other target atoms. When miglel From these findings we conclude that DDCS’s can be suc-
is applied to correct the single-particle probabilities thecessfully calculated from a binomial analysis of the total and
crossings are located at slightly smaller longitudinal veloci-gifferential CDW-EIS ionization probabilities for low recoil-
ties v than in the case of modeh). They are shifted to jon charge states. Future investigations should concentrate on
larger values ofv; when the perturbation strength is de- smaller perturbations, for which the problem of unitarization
creased. Only for perturbations as large as in the present cagenot present, in order to prove or disprove this conclusion.
are they located at electron velocities that are in principle
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