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EDITORIAL PREFACE ARTICLE

Generative AI and ChatGPT: Applications, challenges, and 
AI-human collaboration

Introduction

Artificial intelligence (AI) has elicited much attention across disciplines and 
industries (Hyder et al., 2019). AI has been defined as “a system’s ability to 
correctly interpret external data, to learn from such data, and to use those 
learnings to achieve specific goals and tasks through flexible adaptation” 
(Kaplan & Haenlein, 2019, p. 15). AI has gone through several development stages 
and AI winters. In the first two decades (i.e., 1950s and 1960s), AI demonstrated 
success which included programs such as General Problem Solver (Newell et al.,  
1959) and ELIZA (Weizenbaum, 1966). However, limitations in processing capa
city and reduced spending on AI turned its development into stagnation.

In recent years, AI has made a comeback with the introduction of AlphaGo in 
2015 and ChatGPT in 2022. Following the release of the application named “Chat 
Generative Pre-trained Transformer” or ChatGPT by OpenAI in late 2022, AI has 
attracted worldwide attention. As Figure 1 shows, the term “ChatGPT” has 
attracted a growing search interest on Google since its release on November 30, 
2022. ChatGPT belongs to a class of language models called Generative Pre- 
trained Transformer (GPT). The category of GPT refers to Large Language 
Models (LLMs) that use deep learning techniques for extensive training with 
tremendous amounts of data (Cascella et al., 2023). ChatGPT is specifically 
designed and fine-tuned for conversational usage to produce human-like 
responses by drawing on its wealth of information and knowledge. The capabil
ities of ChatGPT are enabled by generative AI, which refers to a type of AI that can 
generate human-like text and creative content (e.g., music and images) as well as 
consolidate data from different sources for analysis (Dasborough, 2023). ChatGPT 
passed the Turing test by fooling people to believe that its responses were from 
humans rather than machines/AI (Woolf, 2022). The advent of this state-of-the- 
art AI is expected to revolutionize society as well as the way we live, work, learn, 
and communicate.

The generative AI model is an example of highly promising unsupervised 
machine learning. Previous generative models, such as Restricted Boltzmann 
Machines (Smolensky, 1986), Deep Belief Networks (Hinton et al., 2006), and 
Deep Boltzmann Machines (Salakhutdinov & Larochelle, 2010), exhibit limita
tions as they lack generalization power (Pan et al., 2019). Featuring exceptional 
data generation capacity, Generative Adversarial Networks (GANs) were put 
forward as a novel generative model. GANs consist of two competing neural 
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networks, one called the generator and the other called the discriminator 
(Goodfellow et al., 2020). The generator produces as realistic data as possible 
while the discriminator tries to differentiate synthesized data from real data. 
Another neural network architecture called Transformers was proposed in the 
paper “Attention Is All You Need” and is based on attention mechanisms that 
dispense between recurrence and convolutions (Vaswani et al., 2017). The 
concept of self-attention enables the model to attend to different parts of the 
input sequence while generating the output sequence. These breakthroughs 
brought generative AI to a new era of development and advancement.

Generative AI can generate multimodal contents, including but not limited 
to text, audio, image, video, and even three-dimensional models. Some repre
sentative applications include ChatGPT for text, Midjourney for images, and 
DeepBrain for videos. These models can be interrelated via text-to-image 
generative models (Qiao et al., 2022) and audio-visual correlation transfor
mers (S. Wang et al., 2022). The diverse forms of AI-generated content (AIGC) 
enable a wide range of applications. AI can generate textual content, such as 
poems (Köbis & Mossink, 2021), political statements (Bullock & Luengo-Oroz,  
2019), and academic papers (Hu, 2023), that can be hard to differentiate from 
human-generated content. Examples of AI-generated images include artworks 
(Gillotte, 2019), synthetic faces (Whittaker et al., 2020), and magnetograms of 
the Sun (J. Liu et al., 2021), which range from humanities to sciences. There 
are, however, potential legal, moral, and ethical issues created by generative 
AI, such as copyright infringement in AI-generated artworks (Gillotte, 2019), 
cheating and plagiarism at educational institutions (University of Cambridge,  
n.d..), data privacy and security (Siau & Wang, 2020), and malicious use of 
deepfakes and GANs (Whittaker et al., 2020).

AI has created both challenges and opportunities in various fields, 
including technology (explanation and information processing), business 
(decision-making and AI-enabled automation), education (intelligent tutor 
and personalized learning), healthcare (smart health and AI diagnosis) as 
well as arts and humanities (human-centered design and cultural proxi
mity) (Siau, 2018; W. Wang & Siau, 2019; Yin et al., 2022). AI-human 
collaboration is the key to addressing challenges and seizing opportunities 
created by generative AI. There are numerous ways that humans can 
collaborate with generative AI. For example, educators can utilize 
ChatGPT in science pedagogy while carefully examining AI-generated 
resources before adapting them to the teaching context (Cooper, 2023). 
In problem-solving, generative AI can facilitate brainstorming as well as 
the generation or refinement of solutions. Hydrologists attempted to use 
ChatGPT for basic problem-solving but found the quality questionable 
due to ChatGPT’s imbalanced capabilities in responding to qualitative and 
quantitative questions (Halloran et al., 2023). ChatGPT has demonstrated 
potential for supporting medical practice (Cascella et al., 2023) and 

JOURNAL OF INFORMATION TECHNOLOGY CASE AND APPLICATION RESEARCH 3



providing advice for public health (Biswas, 2023). Boßelmann et al. (2023) 
argued that advances in AI can improve the overall diagnostic and 
therapeutic accuracy of epilepsy. ChatGPT is also expected to create new 
trends in the nursing industry, such as increased use of digital tools and 
robotics (Gunawan, 2023). However, potential misuse can happen, such as 
offering diagnosis and treatment recommendations without proper valida
tion or oversight. Hence, regulations and governance need to be in place 
(Wan et al., 2022).

In the following sections, we present examples of key applications of 
generative AI, challenges created by generative AI, and the importance of 
human-centered collaboration with generative AI. Human-centered AI colla
boration is key to effectively utilizing generative AI applications. In this paper, 
we offer general guidelines and suggestions to facilitate human-centered AI 
collaboration.

Generative AI applications

Generative AI, such as ChatGPT, offers potential applications in a variety of 
industries including business, education, healthcare, and content generation. In 
this section, we review examples of generative AI applications in these industries.

Business

Generative AI, such as ChatGPT, can serve businesses in many ways ranging 
from marketing and sales, operations, IT/engineering, risk and legal, human 
resources, accounting and finance, to utility/employee optimization (Chui 
et al., 2022). For example, it can function as a chatbot to offer customer 
service, serve as a virtual assistant to help customers complete specific tasks, 
carry out accounting and human resource tasks, and generate advertisements 
or ideas for marketing. ChatGPT can also function as an internal or external 
collaborator for various company projects or campaigns. Hence, the potential 
business applications of ChatGPT are unlimited.

However, generative AI, such as ChatGPT, can be a double-edged sword for 
businesses. On the one hand, it can help businesses to increase efficiency and 
generate creative content such as advertisements or ideas for advertisements. 
With increased sales and marketing and lower costs, profitability increases. On 
the other hand, ChatGPT can create hallucinations and produce misinforma
tion or fake information. Hence, users cannot fully trust the information. 
Further, businesses need to ensure that none of their proprietary information 
or trade secrets are shared with ChatGPT, as they could be released to the 
public. Mechanisms could be used to protect proprietary information by 
turning off the chat history so the conversations would not be used to train 
the ChatGPT models (https://openai.com/blog/new-ways-to-manage-your- 

4 F. F.-H. NAH ET AL.

https://openai.com/blog/new-ways-to-manage-your-data-in-chatgpt


data-in-chatgpt) or by banning the use of ChatGPT completely. Due to con
cerns about privacy and information security, a growing number of ChatGPT 
bans or restrictions has been imposed by organizations and countries (e.g., 
Ray, 2023; Stancati & Schechner, 2023).

The ability to protect proprietary information and identify fake or false 
information are two essential characteristics that can enable successful appli
cations of ChatGPT by businesses. AutoGPT uses ChatGPT as the language 
model foundation and builds an independent information base that is not part 
of ChatGPT. Increasing the benefits and values offered by generative AI to 
businesses while minimizing any harm or losses is crucial to businesses.

Education

ChatGPT has created disruptions and major changes in the field of education. 
ChatGPT can serve as an assistant in learning and teaching activities. For 
students, ChatGPT can assist in a variety of tasks, including information 
search, answering questions related to specific subjects, and enhancing writing 
in a variety of languages. For teachers, ChatGPT can assist in generating 
teaching plans, preparing teaching materials (e.g., scripts, slides, and quizzes), 
reviewing and grading assignments, and providing feedback to students. 
Because ChatGPT is based on LLMs, it can be used to create educational 
content, personalize learning experiences, and improve student engagement 
(Kasneci et al., 2023), which can improve the overall efficiency and effective
ness of education delivery. In academic research, ChatGPT can assist with 
problem formulation, research design, data collection and analysis, as well as 
reviewing and critiquing the writing and composition (Susarla et al., 2023). 
Further, by providing tailored support, direction, and feedback, ChatGPT is 
a useful tool for autodidactic learners (i.e., self-learners) in open education 
(Firat, 2023).

Despite ChatGPT’s usefulness in the education context, concerns arise that 
some students may use ChatGPT to cheat in examinations or commit plagiar
ism in essay writing. The undesired consequences are that education norms 
are disrupted, students’ learning process is affected, and academic integrity is 
threatened. Facing these challenges, educational institutions across the world 
have devised responses after the launch of ChatGPT. For instance, the 
University of Cambridge stated that including content generated by AI plat
forms such as ChatGPT would be considered academic misconduct 
(University of Cambridge, n.d.). The University of Oxford holds a more 
open attitude toward ChatGPT and considers it a useful tool for both educa
tors and students (University of Oxford, 2023). Recently, Turnitin, a well- 
known plagiarism detection software service has included the feature of AI- 
generated text detection in response to the prevailing use of generative AI 
(Turnitin, n.d.). Similarly, a range of AI content detection services is offered by 
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AI Writing Check,1 CatchGPT,2 Content at Scale,3 Copyleaks,4 GPT Radar,5 

GPTZero,6 OpenAI’s AI Text Classifier,7 Originality.AI,8 Winston,9 and 
ZeroGPT,10 among others.

Healthcare

Healthcare is another domain in which generative AI and ChatGPT can make 
a significant impact. With ChatGPT reported to pass the United States 
Medical Licensing Examinations (Kung et al., 2023), the world has seen 
a gradually clearer picture of how generative AI may reshape the healthcare 
industry. Empowered by LLMs, generative AI, such as ChatGPT, can hold the 
potential of transforming the healthcare industry in a variety of aspects such as 
patient interaction, clinical diagnosis support, telehealth services, health edu
cation, health advice, and health promotion.

However, it remains an open question as to whether clinical professionals 
and patients will accept the new advancement of generative AI. Strict health
care regulations and high entry barriers to the industry have made it hard for 
digital innovations such as generative AI to penetrate the healthcare domain 
(Ozalp et al., 2022). Concerns including the ethical use of AI, information 
accuracy, privacy, cybersecurity, and risk potential are persistent (Siau & 
Wang, 2020). In the highly regulated healthcare industry where value creation 
is critical, relying too much on the content generated by AI may lead to 
catastrophes, such as the mistreatment of patients. Also, collaboration with 
generative AI in the healthcare domain comes with the risk that critical and 
sensitive health information could be leaked or compromised.

Content creation

Generative AI can be used to create content and is making a profound impact 
in the content industry. For example, the marketing industry is taking on 
generative AI to produce synthetic and personalized advertisements for poten
tial consumers. Synthetic advertisements comprise content based on artificial 
and automatic production and modification of data (Arango et al., 2023). With 
data and parameters provided by humans and AI technologies including 
deepfakes, the collaboration between humans and AI can depict an unreal 

1https://aiwritingcheck.org/
2https://www.catchgpt.ai/
3https://contentatscale.ai/
4https://copyleaks.com/ai-content-detector
5https://gptradar.com/
6https://gptzero.me/
7https://platform.openai.com/ai-text-classifier
8https://originality.ai/
9https://gowinston.ai/
10https://www.zerogpt.com/
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yet convincing reality (Campbell et al., 2022). The journalism industry is 
another area that has been radically changed by generative AI. News robots 
such as Quill and Xiaomingbot have been used in news production. They 
mainly produce news that relies on data analytics and has somewhat fixed 
templates. With emerging capabilities to make logical inferences and process 
multimodal data in LLMs, the generation of goal-driven narratives becomes 
possible. Hence, generative AI can produce more complex news stories with 
text and videos (Wong et al., 2022). Art creation is also facing revolutions 
caused by generative AI such as ChatGPT, DALLE-2, and Midjourney. AI may 
help boost human-AI collaborative content creation. In the framework of 
Parallel Art proposed by Guo et al. (2023), humans and AI collaborate to 
improve artistic creation. Humans provide creative input, feedback, and 
guidance for the AI system, and AI assists humans in creation by providing 
linguistic, visionary, and decision-making support.

Generative AI has also brought changes to the gaming industry. In the first 
few months of ChatGPT’s launch, users have used it to create text-based 
games. AI has also been used to design game characters and generate character 
strategies in fighting games without any human designer’s intervention 
(Martinez-Arellano et al., 2016). Apart from plot and character designs, gen
erative AI is also used in visual content generation of games such as in real- 
time 3D scene rendering and painting of characters. With the aid of generative 
AI in the creation of plots, characters, and scenes, there has been a significant 
increase in efficiency and creativity in game production that is made possible 
by AI algorithms.

Generative AI models largely increase generation efficiency by automating 
the creation process, which is analogous to the industrial revolution of steam 
power, internal combustion engines, and electricity in improving the effi
ciency of the production of goods. Certain trends can be implicated by 
drawing a parallel between the advancements in content generation automa
tion and the industrial revolution. First, there is an increasing requirement for 
employees to collaborate with and embrace the use of generative AI to achieve 
higher productivity. The need for human producers of content may decrease 
and those who are not competent to collaborate with AI may become unem
ployed or even unemployable. Second, innovative business models may 
emerge from the revolution of content generation. For instance, the rise of 
personalized AIGC has the potential to emerge as the predominant source of 
content consumption due to its ability to tailor content to the specific needs 
and preferences of individual consumers. As a result, an expanding array of 
content, including advertisements, short videos, and narratives, is being gen
erated by AI algorithms based on users’ tastes and requirements. Third, the 
online social network structure could be reshaped as algorithms become 
important nodes in the communication network. As AI algorithms are given 
increasing authority in determining user perception and content exposure, 
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there is a potential shift of communication power from human users to these 
algorithms. Consequently, companies that possess the most advanced algo
rithms may wield greater influence and control over communication channels.

Challenges with generative AI

Generative AI can bring many challenges to society. In this section, we 
discuss these challenges from four perspectives: ethics, technology, regula
tions and policies, as well as economy.

Ethical concerns

Ethics refers to systematizing, defending, and recommending concepts of 
right and wrong behavior (Fieser, n.d.). In the context of AI, ethical concerns 
refer to the moral obligations and duties of an AI application and its creators 
(Siau & Wang, 2020). Table 1 presents the key ethical challenges and issues 
associated with generative AI. These challenges include harmful or inap
propriate content, bias, over-reliance, misuse, privacy and security, and the 
widening of the digital divide.

Harmful or inappropriate content
Harmful or inappropriate content produced by generative AI includes but is 
not limited to violent content, the use of offensive language, discriminative 
content, and pornography. Although OpenAI has set up a content policy for 
ChatGPT, harmful or inappropriate content can still appear due to reasons 
such as algorithmic limitations or jailbreaking (i.e., removal of restrictions 

Table 1. Ethical challenges.
Challenges Issues References

Harmful or 
inappropriate 
content

Content produced by generative AI could be violent, offensive or 
erotic

(Zhuo et al., 2023)

Bias Training data representing only a fraction of the population may 
create exclusionary norms

(Zhuo et al., 2023)

Training data in one single language (or few languages) may 
create monolingual (or non-multilingual) bias

(Weidinger et al., 2021)

Cultural sensitivities are necessary to avoid bias (Dwivedi et al., 2023)
Bias exists in employment decision-making by generative AI (Chan, 2022)

Over-reliance Users adopt answers by generative AI without careful verification 
or fact-checking

(Iskender, 2023; Van Dis 
et al., 2023)

Misuse Plagiarism for assignments and essays using texts generated by AI (Cotton et al., 2023; 
Thorp, 2023)

Generative AI can be used for cheating in examinations or 
assignments

(Susnjak, 2022)

Privacy and security Generative AI may disclose sensitive or private information (Fang et al., 2017; Siau 
& Wang, 2020)

Digital divide First-level digital divide for people without access to generative 
AI systems

(Bozkurt & Sharma,  
2023)

Second-level digital divide in which some people and cultures 
may accept generative AI more than others

(Dwivedi et al., 2023)
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imposed). The language models’ ability to understand or generate harmful or 
offensive content is referred to as toxicity (Zhuo et al., 2023). Toxicity can 
bring harm to society and damage the harmony of the community. Hence, it is 
crucial to ensure that harmful or offensive information is not present in the 
training data and is removed if they are. Similarly, the training data should be 
free of pornographic, sexual, or erotic content (Zhuo et al., 2023). Regulations, 
policies, and governance should be in place to ensure any undesirable content 
is not displayed to users.

Bias
In the context of AI, the concept of bias refers to the inclination that AI- 
generated responses or recommendations could be unfairly favoring or against 
one person or group (Ntoutsi et al., 2020). Biases of different forms are 
sometimes observed in the content generated by language models, which 
could be an outcome of the training data. For example, exclusionary norms 
occur when the training data represents only a fraction of the population 
(Zhuo et al., 2023). Similarly, monolingual bias in multilingualism arises when 
the training data is in one single language (Weidinger et al., 2021). As 
ChatGPT is operating across the world, cultural sensitivities to different 
regions are crucial to avoid biases (Dwivedi et al., 2023). When AI is used to 
assist in decision-making across different stages of employment, biases and 
opacity may exist (Chan, 2022). Stereotypes about specific genders, sexual 
orientations, races, or occupations are common in recommendations offered 
by generative AI. Hence, the representativeness, completeness, and diversity of 
the training data are essential to ensure fairness and avoid biases (Gonzalez,  
2023). The use of synthetic data for training can increase the diversity of the 
dataset and address issues with sample-selection biases in the dataset (owing to 
class imbalances) (Chen et al., 2021). Generative AI applications should be 
tested and evaluated by a diverse group of users and subject experts. 
Additionally, increasing the transparency and explainability of generative AI 
can help in identifying and detecting biases so appropriate corrective measures 
can be taken.

Over-reliance
The apparent convenience and powerfulness of ChatGPT could result in over- 
reliance by its users, making them trust the answers provided by ChatGPT. 
Compared with traditional search engines that provide multiple information 
sources for users to make personal judgments and selections, ChatGPT gen
erates specific answers for each prompt. Although utilizing ChatGPT has the 
advantage of increasing efficiency by saving time and effort, users could get 
into the habit of adopting the answers without rationalization or verification. 
Over-reliance on generative AI technology can impede skills such as creativity, 
critical thinking, and problem-solving (Iskender, 2023) as well as create 
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human automation bias due to habitual acceptance of generative AI recom
mendations (Van Dis et al., 2023). Hence, AI literacy is critical for all users. 
Users should not blindly trust the answers provided by generative AI but are 
recommended to go through verification procedures before adopting them.

Misuse
The misuse of generative AI refers to any deliberate use that could result in 
harmful, unethical or inappropriate outcomes (Brundage et al., 2020). 
A prominent field that faces the threat of misuse is education. Cotton et al. 
(2023) have raised concerns over academic integrity in the era of ChatGPT. 
ChatGPT can be used as a high-tech plagiarism tool that identifies patterns from 
large corpora to generate content (Gefen & Arinze, 2023). Given that generative 
AI such as ChatGPT can generate high-quality answers within seconds, unmo
tivated students may not devote time and effort to work on their assignments 
and essays. Hence, in the era of generative AI, the originality of the work done by 
students could be difficult to assess. Text written by ChatGPT is regarded as 
plagiarism and is not acceptable (Thorp, 2023). Another form of misuse is 
cheating in examinations. If students have access to digital devices during 
examinations, they can resort to using ChatGPT to assist them in answering 
the questions. To address potential misuse in education, AI-generated content 
detectors such as Turnitin could be used and strict proctoring measures will 
need to be deployed (Susnjak, 2022). However, the challenges go beyond content 
detection and examination proctoring as the line between what is considered 
appropriate versus inappropriate use of ChatGPT could be fuzzy. Researchers 
have offered suggestions and recommendations on how ChatGPT could be used 
in the responsible conduct of scholarly activities (Susarla et al., 2023).

Privacy and security
Data privacy and security is another prominent challenge for generative AI such 
as ChatGPT. Privacy relates to sensitive personal information that owners do 
not want to disclose to others (Fang et al., 2017). Data security refers to the 
practice of protecting information from unauthorized access, corruption, or 
theft. In the development stage of ChatGPT, a huge amount of personal and 
private data was used to train it, which threatens privacy (Siau & Wang, 2020). 
As ChatGPT increases in popularity and usage, it penetrates people’s daily lives 
and provides greater convenience to them while capturing a plethora of personal 
information about them. The concerns and accompanying risks are that private 
information could be exposed to the public, either intentionally or unintention
ally. For example, it has been reported that the chat records of some users have 
become viewable to others due to system errors in ChatGPT (Porter, 2023). Not 
only individual users but major corporations or governmental agencies are also 
facing information privacy and security issues. If ChatGPT is used as an 
inseparable part of daily operations such that important or even confidential 
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information is fed into it, data security will be at risk and could be breached. To 
address issues regarding privacy and security, users need to be very circumspect 
when interacting with ChatGPT to avoid disclosing sensitive personal informa
tion or confidential information about their organizations. AI companies, 
especially technology giants, should take appropriate actions to increase user 
awareness of ethical issues surrounding privacy and security, such as the leakage 
of trade secrets, and the “do’s and don’ts” to prevent sharing sensitive informa
tion with generative AI. Meanwhile, regulations and policies should be in place 
to protect information privacy and security.

Digital divide
The digital divide is often defined as the gap between those who have and do 
not have access to computers and the Internet (Van Dijk, 2006). As the 
Internet gradually becomes ubiquitous, a second-level digital divide, which 
refers to the gap in Internet skills and usage between different groups and 
cultures, is brought up as a concern (Scheerder et al., 2017). As an emerging 
technology, generative AI may widen the existing digital divide in society. The 
“invisible” AI underlying AI-enabled systems has made the interaction 
between humans and technology more complicated (Carter et al., 2020). For 
those who do not have access to devices or the Internet, or those who live in 
regions that are blocked by generative AI vendors or websites, the first-level 
digital divide may be widened between them and those who have access 
(Bozkurt & Sharma, 2023). For those from marginalized or minority cultures, 
they may face language and cultural barriers if their cultures are not thor
oughly learned by or incorporated into generative AI models. Furthermore, 
for those who find it difficult to utilize the generative AI tool, such as some 
elderly, the second-level digital divide may emerge or widen (Dwivedi et al.,  
2023). To deal with the digital divide, having more accessible AI as well as AI 
literacy training would be beneficial.

Technology concerns

Challenges related to technology refer to the limitations or constraints asso
ciated with generative AI. For example, the quality of training data is a major 
challenge for the development of generative AI models. Hallucination, explain
ability, and authenticity of the output are also challenges resulting from the 
limitations of the algorithms. Table 2 presents the technology challenges and 
issues associated with generative AI. These challenges include hallucinations, 
training data quality, explainability, authenticity, and prompt engineering.

Hallucination
Hallucination is a widely recognized limitation of generative AI and it can 
include textual, auditory, visual or other types of hallucination (Alkaissi & 
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McFarlane, 2023). Hallucination refers to the phenomenon in which the 
contents generated are nonsensical or unfaithful to the given source input (Ji 
et al., 2023). Azamfirei et al. (2023) indicated that “fabricating information” or 
fabrication is a better term to describe the hallucination phenomenon. 
Generative AI can generate seemingly correct responses yet make no sense. 
Misinformation is an outcome of hallucination. Generative AI models may 
respond with fictitious information, fake photos or information with factual 
errors (Dwivedi et al., 2023). Susarla et al. (2023) regarded hallucination as 
a serious challenge in the use of generative AI for scholarly activities. When 
asked to provide literature relevant to a specific topic, ChatGPT could generate 
inaccurate or even nonexistent literature. Current state-of-the-art AI models 
can only mimic human-like responses without understanding the underlying 
meaning (Shubhendu & Vijay, 2013). Hallucination is, in general, dangerous 
in certain contexts, such as in seeking advice for medical treatments without 
any consultation or thorough evaluation by experts, i.e., medical doctors 
(Sallam, 2023). In the future, algorithms will need to be improved to prevent 
hallucinations.

Quality of training data
The quality of training data is another challenge faced by generative AI. The 
quality of generative AI models largely depends on the quality of the training 
data (Dwivedi et al., 2023; Su & Yang, 2023). Any factual errors, unbalanced 
information sources, or biases embedded in the training data may be reflected 
in the output of the model. Generative AI models, such as ChatGPT or Stable 

Table 2. Technology challenges.
Challenges Issues References

Hallucination Contents generated may be nonsensical or incorrect (Alkaissi & McFarlane, 2023; Azamfirei 
et al., 2023; Ji et al., 2023; Sallam,  
2023)

Generative AI may provide fictitious information or 
information embedded with factual errors

(Dwivedi et al., 2023; Ji et al., 2023)

Quality of 
training 
data

Difficult to obtain enough training data for generative 
AI to ensure the quality of the datasets

(Dwivedi et al., 2023; Gozalo-Brizuela & 
Garrido-Merchan, 2023; Su & Yang,  
2023)

Explainability Difficult to interpret and understand the outputs of 
generative AI

(Dwivedi et al., 2023)

Difficult to discover mistakes in the outputs of 
generative AI

(Rudin, 2019)

Users are less or not likely to trust generative AI (Burrell, 2016)
Regulatory bodies encounter difficulty in judging 

whether there is any unfairness or bias in generative AI
(Rieder & Simon, 2017)

Authenticity Manipulation of content (such as images and videos) 
causes authenticity doubts

(Gragnaniello et al., 2022)

Prompt  
engineering

Prompt engineering becomes a vital component of 
digital literacy for the full utilization of generative AI

(V. Liu & Chilton, 2022)

Techniques such as brute-force trial with the prompt are 
needed to improve the quality of content generated 
by AI

(V. Liu & Chilton, 2022)
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Diffusion which is a text-to-image model, often require large amounts of 
training data (Gozalo-Brizuela & Garrido-Merchan, 2023). It is important to 
not only have high-quality training datasets but also have complete and 
balanced datasets. To address the issue with quality datasets, data cleansing 
for the training datasets is necessary but overwhelmingly expensive given the 
massive amount of data. Synthetic training data could be used to not only 
ensure the diversity of the datasets but also to address sample-selection biases 
in the datasets (Chen et al., 2021).

Explainability
A recurrent concern about AI algorithms is the lack of explainability for the 
model, which means information about how the algorithm arrives at its results 
is deficient (Deeks, 2019). Specifically, for generative AI models, there is no 
transparency to the reasoning of how the model arrives at the results (Dwivedi 
et al., 2023). The lack of transparency raises several issues. First, it might be 
difficult for users to interpret and understand the output (Dwivedi et al.,  
2023). It would also be difficult for users to discover potential mistakes in 
the output (Rudin, 2019). Further, when the interpretation and evaluation of 
the output are inaccessible, users may have problems trusting the system and 
their responses or recommendations (Burrell, 2016). Additionally, from the 
perspective of law and regulations, it would be hard for the regulatory body to 
judge whether the generative AI system is potentially unfair or biased (Rieder 
& Simon, 2017).

Authenticity
As the advancement of generative AI increases, it becomes harder to deter
mine the authenticity of a piece of work. Photos that seem to capture events or 
people in the real world may be synthesized by DeepFake AI. The power of 
generative AI could lead to large-scale manipulations of images and videos, 
worsening the problem of the spread of fake information or news on social 
media platforms (Gragnaniello et al., 2022). In the field of arts, an artistic 
portrait or music could be the direct output of an algorithm. Critics have 
raised the issue that AI-generated artwork lacks authenticity since algorithms 
tend to generate generic and repetitive results (McCormack et al., 2019).

Prompt engineering
With the wide application of generative AI, the ability to interact with AI 
efficiently and effectively has become one of the most important media 
literacies. Hence, it is imperative for generative AI users to learn and apply 
the principles of prompt engineering, which refers to a systematic process of 
carefully designing prompts or inputs to generative AI models to elicit valu
able outputs. Due to the ambiguity of human languages, the interaction 
between humans and machines through prompts may lead to errors or 
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misunderstandings. Hence, the quality of prompts is important. Another 
challenge is to debug the prompts and improve the ability to communicate 
with generative AI (V. Liu & Chilton, 2022). Hence, it is necessary to provide 
training about prompt engineering, especially for those who are most fre
quently engaged in interaction with generative AI.

Challenges associated with regulations and policies

Given that generative AI, including ChatGPT, is still evolving, relevant reg
ulations and policies are far from mature. With generative AI creating differ
ent forms of content, the copyright of these contents becomes a significant yet 
complicated issue. Table 3 presents the challenges associated with regulations 
and policies, which are copyright and governance issues.

Copyright
According to the U.S. Copyright Office (n.d..), copyright is “a type of intellectual 
property that protects original works of authorship as soon as an author fixes the 
work in a tangible form of expression” (U.S. Copyright Office, n.d..). Generative 
AI is designed to generate content based on the input given to it. Some of the 
contents generated by AI may be others’ original works that are protected by 
copyright laws and regulations. Therefore, users need to be careful and ensure 
that generative AI has been used in a legal manner such that the content that it 
generates does not violate copyright (Pavlik, 2023). Another relevant issue is 
whether generative AI should be given authorship (Sallam, 2023). Murray (2023) 
discussed generative art linked to non-fungible tokens (NFTs) and indicated that 
according to current U.S. copyright laws, generative art lacks copyrightability 
because it is generated by a non-human. The issue of AI authorship affects 
copyright law’s underlying assumptions about creativity (Bridy, 2012). It is 
imperative to consider the design and implementation of guidelines, regulations, 
and laws pertaining to the proper utilization of generative AI.

Governance
Generative AI can create new risks as well as unintended consequences. 
Different entities such as corporations (Mäntymäki et al., 2022), universities, 

Table 3. Challenges associated with regulations and policies.
Challenges Issues References

Copyright Using AI-generated content may directly or indirectly violate 
copyright

(Pavlik, 2023)

Controversies exist over AI authorship (Bridy, 2012; Murray, 2023; Sallam,  
2023)

Governance Lack of human controllability over AI behavior (Taeihagh, 2021)
Data fragmentation and lack of interoperability between 

systems
(Taeihagh, 2021)

Information asymmetries between technology giants and 
regulators

(Kroll, 2015; Taeihagh et al., 2021)
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and governments (Taeihagh, 2021) are facing the challenge of creating and 
deploying AI governance. To ensure that generative AI functions in a way that 
benefits society, appropriate governance is crucial. However, AI governance is 
challenging to implement. First, machine learning systems have opaque algo
rithms and unpredictable outcomes, which can impede human controllability 
over AI behavior and create difficulties in assigning liability and accountability 
for AI defects. Second, data fragmentation and the lack of interoperability 
between systems challenge data governance within and across organizations 
(Taeihagh, 2021). Third, information asymmetries between technology giants 
and regulators create challenges to the legislation process, as the government 
lacks information resources for regulating AI (Taeihagh et al., 2021). For the 
same reasons, lawmakers are not able to design specific rules and duties for 
programmers (Kroll, 2015). Transparency and explainability of AI systems as 
well as collaboration between technology giants and the government can assist 
in improving the design and deployment of AI governance (Shneiderman,  
2020a, 2020b).

Challenges associated with the economy

A profound influence on the economy could be observed when industries 
apply generative AI. Generative AI can impact the economy in various aspects, 
from labor market and industry disruption to income inequality and mono
polies. Table 4 presents the challenges associated with the economy, which 
include labor market issues, disruption of industries, and income inequality 
and monopolies.

Labor market
The labor market can face challenges from generative AI. As mentioned 
earlier, generative AI could be applied in a wide range of applications in 
many industries, such as education, healthcare, and advertising. In addition 
to increasing productivity, generative AI can create job displacement in the 
labor market (Zarifhonarvar, 2023). A new division of labor between humans 
and algorithms is likely to reshape the labor market in the coming years. Some 

Table 4. Challenges associated with the economy.
Challenges Issues References

Labor market Job displacement and unemployment caused by generative AI (Zarifhonarvar, 2023)
Reskilling is needed for workers who want to collaborate with 

generative AI and maintain their competitiveness
(Dwivedi et al., 2023; 

Zarifhonarvar, 2023)
Disruption of 

Industries
Certain industries may be impacted or even replaced by 

generative AI
(Dwivedi et al., 2023)

Income inequality 
and monopolies

The widening income gap between those who master generative 
AI and those who do not

(Berg et al., 2016; 
Zarifhonarvar, 2023)

Significant advances in the deployment of generative AI in large 
companies can lead to uneven concentration of resources and 
power

(Cheng & Liu, 2023)
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jobs that are originally carried out by humans may become redundant, and 
hence, workers may lose their jobs and be replaced by algorithms (Pavlik,  
2023). On the other hand, applying generative AI can create new jobs in 
various industries (Dwivedi et al., 2023). To stay competitive in the labor 
market, reskilling is needed to work with and collaborate with AI and develop 
irreplaceable advantages (Zarifhonarvar, 2023).

Disruption of industries
Industries that require less creativity, critical thinking, and personal or affec
tive interaction, such as translation, proofreading, responding to straightfor
ward inquiries, and data processing and analysis, could be significantly 
impacted or even replaced by generative AI (Dwivedi et al., 2023). This 
disruption caused by generative AI could lead to economic turbulence and 
job volatility, while generative AI can facilitate and enable new business 
models because of its ability to personalize content, carry out human-like 
conversational service, and serve as intelligent assistants. Industries need to 
carefully consider how to leverage generative AI, retrain employees to adapt to 
the evolving environment, and develop competitive advantages.

Income inequality and monopolies
Generative AI can create not only income inequality at the societal level but also 
monopolies at the market level. Individuals who are engaged in low-skilled work 
may be replaced by generative AI, causing them to lose their jobs (Zarifhonarvar,  
2023). The increase in unemployment would widen income inequality in society 
(Berg et al., 2016). With the penetration of generative AI, the income gap will 
widen between those who can upgrade their skills to utilize AI and those who 
cannot. At the market level, large companies will make significant advances in 
the utilization of generative AI, since the deployment of generative AI requires 
huge investment and abundant resources such as large-scale computational 
infrastructure and training data. This trend will lead to more uneven concentra
tion of resources and power, which may further contribute to monopolies in 
some industries (Cheng & Liu, 2023). To overcome those issues, efforts should 
be made to provide broader access to generative AI education and training, 
which can help bridge the skill gap and provide equal opportunity for each 
individual. Governments and regulatory bodies should implement policies to 
avoid monopolies in the application of generative AI, such as by monitoring its 
market concentration and promoting interoperability standards.

Human-centered AI collaboration

Human-centered AI (HCAI) emphasizes the design of AI with the awareness 
that it is part of a larger system consisting of human stakeholders (Riedl, 2019). 
HCAI should be able to not only understand humans from a sociocultural 
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perspective but also help humans understand it (Riedl, 2019). Previous waves 
of AI were not able to adequately satisfy human demands, which partly 
accounted for their failure. Recent AI development started to emphasize 
empathy and alignment with human needs, AI transparency and explainability 
(i.e., to address AI’s interpretability and comprehensibility), AI ethics and 
governance, as well as digital transformation through AI literacy and intelli
gence augmentation, all of which address the human aspects of collaboration 
with AI (Xu, 2019).

The source of many of the challenges of generative AI can be attributed to 
the neglect of sociotechnical issues and human needs and values. Therefore, 
we put forward HCAI collaboration to guide the design and application of 
generative AI. First, HCAI emphasizes that the design of intelligent systems 
should be guided by human values and needs. During the development of 
generative AI algorithms and products, social ethics and regulations should be 
embedded into the systems, which could mitigate ethical and regulatory 
challenges. Second, the objective of HCAI is to augment human ability and 
provide guidance for the development of human-AI collaboration systems. 
“Human-in-the-loop” can mitigate some of the concerns over AI, such as 
singularity (i.e., AI advancing beyond human control), robot-driven unem
ployment, and threats to privacy and security (Shneiderman, 2020a; Xu et al.,  
2023). Humans and generative AI should collaborate harmoniously, with 
humans at the center and AI functioning as assistants (i.e., human-in-the- 
loop). Having “human-in-the-loop” has the following advantages: reduce bias, 
create employment, augment rare data, maintain human-level precision, 
incorporate subject-level experts, ensure consistency and accuracy, make 
work easier, improve efficiency, provide accountability and transparency, 
and increase safety (Monarch, 2021). To achieve “human-centered AI colla
boration,” the following issues warrant attention and consideration.

Empathy and human needs

Human needs are a key basis for HCAI. For example, a human-centered 
design approach called the Need-Design Response approach (McKim, 1980) 
can identify human needs and overcome ethical implications in the early 
design stages (Auernhammer, 2020). The digital divide is one challenge that 
can be triggered by misalignment with human needs or demands. As ChatGPT 
attracts an overwhelming amount of attention worldwide, there are also high 
demands for its usage in both daily life and the workplace. Currently, the 
digital divide of ChatGPT involves both access and ease of use. On the one 
hand, OpenAI sets access restrictions and prohibits users from specific loca
tions from using ChatGPT. On the other hand, some users complain that it is 
challenging to use the proper prompts to satisfy their demands effectively. 
These two aspects jointly exacerbate the issue of the digital divide. Besides 
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them, human needs and expectations of generative AI also include but are not 
limited to efficiency, sustainability, safety, and creativity. For the future design 
of generative AI, we argue that considerations should be taken to satisfy 
human needs to improve human-AI collaboration.

Transparency and explainability

AI transparency and explainability refer to understanding the reasoning for 
the output of AI systems (Flyverbom, 2016). With enhanced algorithm trans
parency, users can understand the “black boxes” of AI systems that are 
typically hidden. AI transparency and explainability can increase the inter
pretability and comprehensibility of the AI system and enable users to make 
informed decisions based on the algorithms rather than blindly trusting the 
system (Rader et al., 2018). In the field of human-centered explainable AI, the 
information users need to understand about the system is the core guidance 
for developing an explainable system (Sun et al., 2022). Following this princi
ple, key information needed for a transparent and explainable generative AI 
system includes (1) a user-friendly introduction to the general architecture 
and mechanism of the model; (2) the model’s capabilities (e.g., functions and 
areas of expertise) (Sun et al., 2022); (3) the model’s limitations (e.g., uncer
tainty and risks) (Bhatt et al., 2021), (4) post-hoc explanations about how the 
model reaches its decision or conclusion; (5) contextual explanations that are 
applicable for specific contexts; and (6) other information to meet users’ needs 
that emerge in a usage context (Sun et al., 2022).

Ethics and governance

Human-centered AI collaboration should adhere to ethical standards and align 
with human values. The ethical considerations should cover a range of chal
lenges, including bias, privacy, and harmful content. As mentioned earlier, 
HCAI systems need to understand humans from a sociocultural perspective 
(Riedl, 2019). As generative AI such as ChatGPT operates under different 
sociocultural contexts across the world, ethical factors that will need to be 
considered become more complicated. An HCAI should be fair and accountable 
by avoiding discrimination and respecting people of different religions, races, 
nationalities, cultures, and genders. It should not present any offensive, violent, 
or erotic content or information that could harm people. Privacy is another 
important ethical concern in human-centered AI collaboration. As generative 
AI continues to aid in different facets of our work and lives, an increasing 
amount of personal and organizational data is collected by these systems. The 
security and confidentiality of the data should be ensured to enhance the 
trustworthiness of generative AI and foster human-AI collaboration.
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Regulations and policies are essential to harness nascent technologies 
and achieve desired results (Qadir et al., 2022). Human-centered regula
tions and policies can deal with some of the aforementioned challenges 
through a two-step process. In the first step, the design of regulations and 
policies should be human-centered to be effective (Qadir et al., 2022). One 
example is the challenge with copyright issues. Generative AI can make 
use of any information on the Internet to generate an answer or response. 
The information used may involve someone’s copyright or other forms of 
intellectual property. Hence, the formulation of regulations and policies 
will need to take into account the interest and legal rights of human 
stakeholders. A human-centered approach is also effective in combating 
discrimination by eliminating inappropriate content. In this aspect, 
OpenAI has set up a content policy to avoid discriminative information 
in its generated answers. In the second step, human-centered regulations 
and policies should be effectively incorporated into AI algorithms. One 
counter-example is that although OpenAI has set up a content policy for 
ChatGPT, harmful content still exists from time to time due to jailbreak
ing or algorithmic limitations. Hence, AI algorithms need to be improved 
and enhanced to avoid such problems.

Transformation through AI literacy and intelligence augmentation

In the HCAI approach, the intent of AI is to augment rather than replace 
humans. The key to intelligence augmentation (IA) is collaboration, where 
the AI literacy of users is crucial. AI literacy is defined as a set of 
competencies that enable individuals to know and evaluate AI technologies, 
communicate and collaborate with AI, and use AI effectively and ethically 
(Long & Magerko, 2020; Ng et al., 2021). AI literacy enables users to 
effectively use and collaborate with AI (Fast & Horvitz, 2017) to digitally 
improve and transform work. Hence, users should be educated and trained 
to work with generative AI to become proficient (e.g., in prompt engineer
ing) and ethical collaborators of HCAI.

Although there is fear that AI may lead to singularity, IA is the main focus 
in the application of AI and has turned the tension between humans and 
artificial intelligence into a symbiotic one (Zhou et al., 2021, 2023). Such 
a shift can lead to a more understandable and manageable future of AI 
development (Shneiderman, 2020b). Xu et al. (2023) put forward an HCAI 
framework that contains three interdependent aspects comprising technol
ogies, human factors, and ethics. One objective of the framework is to 
augment human capabilities. Zhou et al. (2023) introduced four guiding 
principles for the design of IA, which include simplification, interpretability, 
human-centeredness, and ethics. Paul et al. (2022) stressed a human- 
centered approach to AI, which considers human factors and ethical 
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concerns in human-machine systems. The intricacies of human-machine 
interaction serve as the foundation of AI. In HCAI collaboration, the pro
blem-solving abilities and creativity of humans can be augmented. One way 
to achieve IA is through co-creation by humans and AI, where better 
performance is achieved than when humans work on their own (Fugener 
et al., 2021). Hence, AI can enhance human decision-making by analyzing 
data or providing insights and predictions. In the medical context, generative 
AI can help doctors with diagnosis. In the business context, it can help 
managers with market forecasting. Although generative AI poses numerous 
threats to the economy, it can benefit the economy and help overcome some 
of the challenges by augmenting human intelligence.

Conclusions and implications

Generative AI models such as ChatGPT, Midjourney, and DeepBrain are 
among the most disruptive technology breakthroughs in recent years 
(Dwivedi et al., 2023). With the ability to produce new content such as text, 
images, and videos, generative AI models are regarded as the next milestone of 
artificial general intelligence (Luo et al., 2023). Generative AI holds immense 
potential for a wide range of applications in the business, education, health
care, and content creation industries. However, generative AI also presents 
challenges, which we categorized into ethics, technology, regulations and 
policy, and economy. Many of these challenges arise due to the lack of 
HCAI. For generative AI to be successful, it needs to be human-centered by 
taking into account empathy and human needs, transparency and explain
ability, ethics and governance, and transformation through AI literacy and 
intelligence argumentation.

Generative AI is here to stay. Advancements in generative AI are accelerat
ing and its disruption to business and industries will intensify. Generative AI is 
making a major impact on our work and lives to the point that working and 
collaborating with generative AI will soon become a norm, if not already 
a norm. Education will need to be transformed to teach the necessary hard 
and soft skill sets to enable students to collaborate and partner with generative 
AI in educational and workplace settings. Continuous learning and adaptation 
are necessary to upskill, reskill, and retool the workforce as AI continues to 
advance and redefine our workplace and our lives. We are living in an 
interesting and challenging time where adapting to the era of generative AI 
is necessary and unavoidable. Resistance is futile!
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