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Abstract
In the increasingly knowledge-based world economy, the multinational firm’s success often hinges on its business intelligence 
capability nurtured by business analytics (BA). Despite the growing recognition of BA's role in enhancing the firm’s intel-
lectual capital and subsequent competitiveness, it is still unknown what truly motivates and inhibits BA adoption. This study 
aims to identify key influencing factors for BA adoption such as organizational characteristics, information security/privacy, 
and information technology maturity (knowledge level). In so doing, this study employed data mining and data visualization 
techniques to develop specific patterns of BA adoption practices based on a combined sample of 224 Korean firms and 106 
U.S. firms representing various industry sectors. This study is one of the first attempts to develop practical guidelines for 
the successful implementation of BA based on the cross-national study of BA practices among both Korean and U.S. firms.

Keywords  Business analytics · Business intelligence · Data mining · Data visualization · Cross-cultural study

1  Introduction

Business analytics (BA) can give an organization a broader 
perspective and important aids in rational decision-mak-
ing by converting available data to valuable information 
and then generating deep insights into business environ-
ments and customer behavior. According to Zion Market 
Research (2019), the global business analytics market was 
approximately $63.3 billion in 2018 and was expected to 
reach approximately $97.3 billion by 2025, at a compound 
annual growth rate (CAGR) of around 6.4% between 2019 
and 2025. This trend was echoed by the survey of 495 busi-
ness executives conducted by Lavastorm Analytics reporting 
that approximately 65% of the respondents invested more in 
analytics in 2014, with one-fifth (20.5%) of them indicating 

their companies increased investment in analytics signifi-
cantly (Rockwell, 2014). Reflecting this trend, the recent 
survey conducted by NewVantage Partners (2019) indicated 
that 91.6% of Fortune 1000 companies were increasing big 
data and artificial intelligence (AI)-related investments to 
stay current and competitive in the global market. Despite 
these rosy outlooks and the growing popularity of BA, many 
firms are still skeptical about its face value. In particular, 
the acceptance of BA to tackle big data-related issues such 
as data integration, manipulation, and integrity would take 
a considerable amount of time until its benefit potentials 
are fully realized with many success stories. Nearly three 
fourth (73%) of analysts (business analysts and data analysts) 
surveyed by Lavastorm Analytics did not use big data tools 
including BA as of 2014 (Rockwell, 2014). The plausible 
rationale for a lack of BA adoption is that BA can be mean-
ingless unless its use facilitates the incorporation of big data 
into complex decision-making processes. Also, there may 
be many other implementation challenges such as the lack 
of organizational readiness, cultural incompatibility, techni-
cal expertise/infrastructure, and financial resources for BA 
investment that discouraged the implementation of BA. As 
such, it is important to develop business strategies that help 
the firm overcome those challenges while fully exploiting 
the benefits of BA.
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Business analytics (BA) generally refers to the broad use 
of various quantitative techniques such as statistics, data 
mining, optimization tools, and simulation supported by 
the query and reporting mechanism to assist the decision-
maker in making more informed and well-thought decisions 
within a closed-loop framework seeking continuous process 
improvement through monitoring and learning (Min, 2016). 
In a broader sense, BA cuts across multiple disciplines 
including AI (e.g., machine learning), operations research 
(OR), data sciences, and information systems (Hindle & 
Vidgen, 2018; Mortenson et al., 2015). As such, the BA 
concept is broader and more inclusive than the concept of 
data or big data analytics (BDA) in that the former lever-
ages a multitude of business intelligence tools including AI 
whereas the latter primarily refers to information technolo-
gies and processes that support data reporting, data storage, 
statistical analyses, and data mining in big data (high in vol-
ume, velocity, and variety) environments. BDA is generally 
referred to as the process of using advanced technologies to 
examine big data to uncover useful information (e.g., hidden 
patterns, unknown correlations) to help with making better 
decisions across business processes (Chen et al., 2015; Rus-
som, 2011; Zakir et al., 2015). Despite subtle differences 
between those two, both of them are crucial for making 
better, more informed, and timely decisions. The increased 
attention paid to BA is due to the multitude of managerial 
benefits it can bring to everyday business practices. Exam-
ples of these benefits are: improved customer services 
resulting from a better understanding of customer behav-
iors through customer/demand data visualization; enhanced 
security and risk mitigation resulting from faster fraud detec-
tion and quick identification of vulnerability through the data 
integration across the company; shorter order cycle time and 
the subsequent inventory reduction resultant from increased 
transparency into current and planned inventory positions; 
increased cost savings resulting from the higher operating 
and supply chain efficiency achieved by a unified view and 
the subsequent visibility improvement across the supply 
chain (Ahmad, 2017; Min, 2016; Min et al., 2021; Trkman 
et al., 2010).

Other noted benefits of BA include the higher likeli-
hood of innovation success through improved information 
processing capability (Yanquing & Guangming, 2015); the 
improved firm performance and competitive advantages 
through the accurate estimation of customer values, and 
the accurate costing and pricing of products and services 
(Klatt et al., 2011; Shanks & Sharma, 2011); the effective 
allocation and orchestration of company resources through 
organized decision-making processes enabled by more accu-
rate and timely business intelligence (Sharma et al., 2014). 
Despite these potential benefits, many firms are still hesitant 
to adopt BA. Therefore, there is a need to explore the differ-
ences between adopters and non-adopters of BA and then 

provide guidance for those who may consider using BA in 
the future.

2 � Literature Review

2.1 � Application of Business Analytics

Davenport et al.’s study (2007) is one of the first BA studies 
that developed consumer analytics to examine the relation-
ship between condom sales and HIV claims. Their study, 
however, was based on fictitious scenarios and thus did not 
reflect real-world situations. Trkman et al. (2010) proposed 
supply chain (SC) analytics to assess the impact of BA on 
supply chain performance with respect to supply chain oper-
ations reference (SCOR) model metrics. They found that 
firms with good analytical capability and information sys-
tems fared better with BA. Following suit, Chae et al. (2014) 
developed SC analytics based on the GMRG round survey 
and partial least square analysis. They viewed SC analytics 
as an IT-enable resource and assessed the positive impact 
of BA on SC performance. They argued that data manage-
ment resources should be considered a key building block of 
manufacturers’ BA initiatives for SC planning. Chen et al. 
(2015) employed a technology-organization-environment 
(TOE) framework to identify factors affecting the actual 
usage of big data analytics (BDA) based on a survey of 161 
U.S.-based companies. They found that technological fac-
tors directly influenced organizational BDA usage, while 
organizational and environmental factors indirectly influ-
enced organizational BDA usage through top management 
support. Akter et al. (2016) developed a big data analytics 
capability (BDAC) model to examine the impact of BDA on 
firm performance. Based on two rounds of the Delphi study, 
they validated the logic of how people, systems, data, and 
management were entangled to influence firm performance 
and then recognized the importance of the complementari-
ties among humans, technology, and management for the 
firm’s high-level operational efficiency and sustained com-
petitive advantages.

Ghasemaghaei et al. (2017) assessed the impact of data 
analytics on firm agility by surveying 215 senior IT profes-
sionals. They found that at higher levels of fit between data 
analytics tools, tasks, people, and data, firms were more 
likely to respond to threats and opportunities in a timely 
manner and thus improved firm agility (capability to adjust 
to dynamic market environments) through the use of data 
analytics.

Vidgen et  al. (2017) introduced data analytics and 
identified challenges of becoming a data-driven organiza-
tion based on the semi-structured interviews of BA man-
agers. They identified key BA challenges such as analyt-
ics skill shortages, data quality problems, and misaligned 
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information technology and human resource strategies. Srin-
ivasan and Swink (2018) conducted an empirical analysis 
of data gathered from 191 global firms to investigate what 
complemented supply chain analytics. They discovered that 
both demand and supply visibility were associated with the 
development of analytics capability. They also observed that 
analytics capability and organizational flexibility were more 
valuable as complementary capabilities for firms that oper-
ated in volatile markets, rather than in stable ones.

More recently, Aydiner et al. (2019) assessed the impact 
of BA on firm performance based on a survey of Turkish 
executives. They found that business process performance 
fully mediated the relationship between BA adoption and 
firm performance. Predicated on the resource-based view 
and institutional theory, Dubey et al. (2019) examined the 
role of external institutional pressures on the resources of 
the organization to build big data capability and then evalu-
ated the impact of such capability on the firm’s cost and 
operational performance. Analyzing the result of a cross-
sectional e-mail survey of 195 manufacturing companies 
located across India, they found that institutional pressures 
have significant effects on the selection of tangible resources 
and big data culture had significant and positive moderating 
effects on the paths leading from BDA. They also discovered 
that BDA had significant and positive effects on cost and 
operational performance. Drawing on the resource-based 
view (RBV), dynamic capability theory (DCT), Akter et al. 
(2020a) developed and operationalized a service system 
analytics capability (SSAC) model. They conducted two 
rounds of Delphi studies, they illuminated the importance 
of service system analytics management capability, technol-
ogy capability, and personnel capability in developing over-
all analytics capabilities for a service system. In addition, 
they confirmed the strong mediating effects of those three 
dynamic capabilities in establishing competitive advantages. 
Similar to Akter et al. (2020a, b) proposed a dynamic ser-
vice analytics capabilities (DSAC) framework consisting of 
management, technology, talent, data governance, model 
development, and service innovation capability. Using the 
thematic analysis of 30 in-depth interviews, they investi-
gated how BDA could enhance the customer experience in 
the digital marketplace.

As discussed above, a vast majority of the prior BA or 
BDA studies (e.g., Trkman et al., 2010; Shanks & Sharma, 
2011; Klatt et al., 2011, Davenport et al., 2012; De Oliveira 
et al., 2012; Chae & Olson, 2013; Sharma et al., 2014; Akter 
et al., 2016; Côrte-Real et al., 2017; Ramanathan et al., 
2017; Vidgen et al., 2017; Popovič et al., 2018; Srinivasan 
& Swink, 2018; Aydiner et al., 2019; Dubey et al., 2019; 
Akter et al., 2020a, b) have focused on the assessment of 
its benefit potentials or business outcomes or competitive 
advantages and have not identified key determinants of BA 
adoption decisions (Hindle et al., 2020; Mikalef et al., 2020). 

Furthermore, many earlier studies (e.g., Akter et al., 2016, 
2020a, b; Chen et al., 2015; Dubey et al., 2019; Ghasema-
ghaei et al., 2017; Vidgen et al., 2017) narrowly focused 
their attention to data analytics or BDA rather than the big 
picture of BA. As summarized in Table 1, much of these ear-
lier efforts also rarely explored contextual variables that may 
affect the successful adoption of BA. Other drawbacks of 
these earlier BA studies are their reliance on a single coun-
try’s data that only reflected a particular business culture 
and national trend in utilizing emerging technology. To fill 
the void left by prior studies that were well summarized by 
Ajah and Nweke (2019) and Mikalef et al. (2020), this study 
investigates overlooked contextual variables that influence 
a firm’s decision to adopt BA. Herein, contextual variables 
are proxies reflecting firm characteristics, resources, envi-
ronments, and cultures. Examples of such variables include 
privacy concerns, security concerns, risk concerns, informa-
tion technology (IT) capability, and the perceived value of 
BA. In other words, this study aims to identify what truly 
motivates BA adoption. In addition, this study conducted 
cross-cultural studies to better reflect different perspectives 
and cultural aspects of BA adoption.

2.2 � Factors Influencing Business Analytics Adoption

The technology acceptance model (TAM) originally pro-
posed by Davis (1989) and its underlying theories identified 
variables influencing IT adoption. These variables include 
perceived usefulness, perceived ease of use, user training, 
end-user support, social influence (subjective norm), objec-
tive usability, system quality, compatibility, self-efficacy, 
and so forth (Granić & Marangunić, 2019; King & He, 2006; 
Lee et al., 2003; Legris et al., 2003; Scherer et al., 2019). 
In addition to including variables used in the TAM model, 
given the plethora of TAM research focusing on the afore-
mentioned variables, this study further sheds light on rarely 
studied variables such as organizational characteristics and 
organizational readiness for the following reasons.

According to the diffusion on innovation (DOI) theory, 
organizational characteristics are important antecedents 
to organizational innovativeness such as the adoption of 
IT (Oliveira & Martins, 2011). These organizational char-
acteristics include the size of the organization (e.g., num-
ber of employees, amount of sales revenue, the volume of 
resources). Generally speaking, firm size can influence the 
firm’s willingness to innovate because the firm needs to 
invest more to innovate (Camisón & Villar-López, 2014; 
Forés & Camisón, 2016; Shefer & Frenkel, 2005). In par-
ticular, the IT literature has demonstrated that larger organi-
zations are likely to facilitate the innovative adoption of IT 
due to their financial capacity, infrastructure, and organiza-
tional power.
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(Bakos, 1991; Dewar & Dutton, 1986; Galbraith, 1977; 
Min & Galle, 1999; Min et al., 2021; Moch & Morse, 1977; 
Thong, 1999). In addition, Bharadwaj et al. (1999) found 
that the growth of IT assets through IT investment contrib-
uted to firm performance and the future growth potential of 
firms including a greater investment in innovative initiatives. 
This finding implied that the firm’s financial (or investment) 
capacity could contribute to the adoption of innovative tools 
such as BA. The rationale is that a firm with a larger IT 
unit and budget (e.g., financial resources for software and 
hardware investment including upgrades, IT staff salaries, 
and equipment maintenance and repair) is likely to adopt 
BA because it has greater information processing capacity 
and organizational power than its smaller counterpart. In 
other words, a firm with a large IT unit is likely to possess 
the financial resources and bargaining power large enough 
to achieve the economies of scale necessary to absorb the 
cost of BA implementation.

In addition, the adoption of BA will trigger managerial 
changes and thus requires system redesign including changes 
in staffing, workflow, communication, and decision-making 
process. As such, a lack of organizational readiness for such 
changes can increase organization resistance to BA adoption. 
Organizational readiness for change is viewed as a func-
tion of how much organizational members value the change 
and how favorably they appraise the organization’s tech-
nical capability, resource availability, and situational fac-
tors including organizational culture (Weiner, 2009, 2020; 
Weiner et al., 2008; Wraikat et al., 2017). In particular, some 
companies such as K-Mart, which failed to integrate BA 
into the organizational culture, ultimately failed to deliver 
on positive BA expectations (Liu et al., 2018; Rathore et al., 
2014). When organizational readiness for change is high, 
organizational members are more likely to initiate change, 
exert greater effort, exhibit greater persistence, and display 
more cooperative behavior (Weiner, 2009, 2020). In other 
words, higher organizational readiness would increase the 
chances of BA adoption and implementation success.

Specifically, the decision process leading to the institu-
tionalization of IT usage can be conceptualized as a sequence 
of steps through which a firm passes with the knowledge of 
IT. These steps may include (1) the formation of either a 
favorable or unfavorable attitude toward IT; (2) the decision 
to adopt or reject it; (3) the implementation of IT for certain 
application areas; (4) the reinforcement of the adoption deci-
sion (Rogers, 1983). One of the important constructs in these 
steps is the perceived benefit of IT that is communicated to 
the potential adopter by his/her peers, trading partners, and 
own employees (Karahanna et al., 1999). That is to say, the 
preconceived notion of BA benefits may have a profound 
effect on the adoption of BA. Triandis (1971) indicates that 
well-known social norms will have a more pronounced effect 
in determining the adoption behavior when such behavior 

is new and innovative. A significant body of research also 
showed that the perceived usefulness (or value) of IT was 
closely linked to IT adoption decisions (e.g., Davis, 1989; 
Mathieson, 1991; Venkatesh & Morris, 2000).

Furthermore, Attewell (1992) observed that the adop-
tion and diffusion of IT were inversely related to the extent 
of knowledge barriers. That is to say, many firms tend to 
postpone the adoption of IT until they develop sufficient 
IT technical skills and expertise. Likewise, many prior IT 
studies such as Ettlie (1990), Thong and Yap (1995), Thong 
(1999), Nguyen et al. (2015), Tarhini et al. (2015), and Min 
et al. (2021) discovered that firms with employees who have 
more knowledge of IT were likely to adopt IT more.

In light of the above literature review and discussions rel-
evant to BA adoption, key variables of interest for data min-
ing were identified and used to develop survey questions for 
the collection of empirical data as summarized in Table 2.

3 � Research Methodology

This study explores the following research questions to iden-
tify why some firms utilize BA more than others to uncover 
whether there are any significant cross-national differences 
in BA adoption practices between Korean and U.S. firms:

(1)	 How significantly do the organizational characteristics 
(nationality, industry classifications, size measured by 
sales revenue, or workforce size) of a firm influence its 
decision to adopt BA?

(2)	 How significantly does the IT investment (IT employee 
size, IT budget, BA familiarity level) of a firm influence 
its decision to adopt BA?

(3)	 How significantly do organizational readiness and 
implementation challenges of a firm influence its deci-
sion to adopt BA?

(4)	 What factors are most likely to hinder or motivate the 
potential adoption of BA?

3.1 � Research Sample

To seek feedback on the number of BA implementation 
issues specified in the literature review section, an eight-
page questionnaire consisting of 25 questions was mailed to 
700 randomly selected Korean firms from August 1 through 
September 15, 2018. The same questionnaire was sent to 
300 randomly selected U.S. firms from October 30 through 
December 20, 2019. The primary survey targets included 
Korean firms which were listed in the Korea Securities 
Dealers Association (KOSDAQ) and the Korea Compos-
ite Stock Price Index (KOSPI). In addition, to diversify the 
sample with smaller and medium-sized firms which were 
not listed on the Korean Stock Exchange, we included firms 
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that belonged to the Korean manufacturers association and 
Korean retailers association. The primary survey targets of 
the U.S. firms represent both manufacturing, service (includ-
ing healthcare, retail, and education), and government sec-
tors (including utility providers).

3.2 � Data Collection and Preprocessing

The raw data were collected using a structured questionnaire 
described in Sect. 3.1. Since the input to the data mining 
model affects the choice of a data mining algorithm and the 
resultant rules, we attempted to remove polluted data such as 
missing input, incorrectly coded input, redundant input, and 
inconsistent input (e.g., outliers) from the database through 
visualization and explorations using Microsoft Excel, SAP 
Predictive Analytics and SAS Visual Analytics. This data 
cleaning process was followed by the data pre-processing 
step that involves converting categorical variables into a 
numerical representation. For instance, we encoded the 
responding firm’s IT workforce size categories as: 1 = 1–2 
IT professionals; 2 = 3–4 IT professionals; 3 = 5–10 IT pro-
fessionals; 4 = 1–20 IT professionals; 5 = 21–49 IT profes-
sionals; 6 = 50 or more IT professionals.

3.3 � Dimension Reduction and Cluster Analysis

The quality of a decision tree depends on the classification 
accuracy (Chen et al., 1996). Factor analysis and cluster 

analysis were used to improve classification accuracy to 
derive more meaningful rules and profiling. As multiple 
survey items were used to assess each aspect of implemen-
tation challenges and organizational readiness based on lit-
erature summarized in Table 2, confirmatory factor analy-
sis followed by exploratory factor analysis were conducted 
using SPSS to derive latent factors and reliability tests were 
performed on dimensions of each latent factor. There are 
nine latent factors representing organizational readiness 
and three latent variables representing implementation chal-
lenges. The resulting twelve latent factors with their dimen-
sions/characteristics are shown in Table 3. For example, the 
latent factor “Perceived Business Analtyics Value” with the 
reliability of Cronbach’s α = 0.905 is described in terms of 
“improve business intelligence,” “improve the competitive-
ness of the organization,” “increase the productivity of the 
organization,” and “reduce business risk and uncertainty” 
dimensions/characteristics.

Cluster analysis can be a useful data-mining tool for 
any organization that needs to identify discrete groups 
of objects for classification or segmentation. In cluster 
analysis, objects are separated into groups so that each 
object is more similar to other objects in its group than to 
objects outside the group (Aboni & Feil, 2007; Aldender-
fer & Blashfield, 1984; King, 2015). As such, cluster 
analysis offers ways to discover certain patterns in data 
by reducing the data complexity and is useful for singling 
out the distinguishing features of data. In other words, as 

Table 2   Variables considered for the decision tree analysis

Variable dimension Measures used in this Study and the Number of Questions raised by the 
Survey Instrument

Organizational characteristics
(Camisón & Villar-López, 2014; Forés & Camisón, 2016; Shefer & 

Frenkel, 2005)

• Nationality
• Industry classifications (one question)
• Total workforce size (one question)
• Annual sales revenue (one question)

IT investment
(Bakos, 1991; Bharadwaj et al., 1999; Dewar & Dutton, 1986; Gal-

braith, 1977; Min & Galle, 1999; Min et al., 2021; Moch & Morse, 
1977; Thong, 1999)

• IT employee/workforce size (one question)
• Annual IT budget (in total volume) (one question)
• Annual IT budget allocation (in the percentage of the total annual 

budget) (one question)
• Familiarity with BA (one question)

Organizational readiness
(Weiner, 2009; Weiner et al., 2008; Wraikat et al., 2017)

• Information security (one three-item question)
• Information Privacy (one four-item question)
• Analytics Intention (one three-item question)
• Business Analytics risk assessment (one three-item question)
• Perceived Business Analytics value (one four-item question)
• Perceived Business Analytics simplicity (ease of BA use) (one four-

item question)
• Perceived Business Analytics costs ((one five-item question))
• Organizational resistance (one six-item question)
• Confidence in Business Analytics (one four-item question)
• Technical capability (IT infrastructure) (one four-item question)

Implementation challenges
(Attewell, 1992; Ettlie, 1990; Thong & Yap, 1995; Thong, 1999; 

Nguyen et al., 2015; Tahini et al., 2015)

• Perceived Business Analytics benefits (one six-item question)
• The seriousness of obstacles to BA adoption (one ten-item question)
• Application potentials (one fourteen-item question)
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compared to popular data analysis techniques such as a 
structural equation model (SEM), cluster analysis can be 
an effective tool for searching for significant patterns and 
trends that can provide valuable information and insights 
for BA adoption decisions and thus is more suitable for 
developing detailed profiles of BA adopters than SEM 
that was designed to test a series of hypotheses with the 
preconceived notion. Since hypothesis testing aims to 
either substantiate or disapprove the preconceived notion, 
it cannot explain subtle nuances somewhere in-between 
the acceptance and rejection of that preconceived notion 
(or premise). That is to say, causal inferences made by 
hypothesis testing may not be sufficient for us to accurately 
predict behavioral patterns and trends of BA adopters and/
or non-adopters. In addition, hypothesis testing can be 
inconsistent unless the level of significance decreases as 
the sample size increases (Glamour et al., 1996). In par-
ticular, Okazaki (2006) noted that cluster analysis could be 
effective for developing profiles of IT adopters. Consider-
ing the relevancy of cluster analysis to data mining, we 
employed cluster analysis as one of the data mining tools 
for profiling the distinctive organizational characteristics 
of BA adopters. As one of the research objectives is to 
provide profiling of BA adoption firms, cluster analysis 

was conducted to group firms into a smaller set of clusters 
based on dimensions/characteristics of an organizational 
readiness factor or an implementation challenge factor.

As the k-means clustering algorithm is very sensitive to 
the choice of a starting point for partitioning the items into 
an initial group of clusters (Hussein 2018), the two-step 
cluster analysis was used in this study. In step 1, the num-
ber of clusters between 1 and 15 was developed with their 
respective Schwarz’s Bayesian Criterion (BIC), BIC change, 
Raito of BIC changes, and Ratio of distance measures. For 
each of the twelve latent factors, the elbow method is then 
used to identify the most ideal number of clusters that bal-
ance interpretability and complexity to conduct the k-mean 
clustering. The ideal number of clusters for each latent factor 
is shown in Table 3.

Using the same latent factor “Perceived Business Ana-
lytics Value” example, we identified three clusters. These 
three profile clusters derived from k-mean cluster analysis 
are shown in Fig. 1. Firms in the "Productivity and Com-
petitiveness" cluster perceived BA values in increased pro-
ductivity and improved competitiveness while firms in the 
"High Perceived Analytics Values" cluster perceive high BA 
values in all four dimensions/characteristics (i.e., "improve 
business intelligence," "improve the competitiveness of the 

Table 3   Factor reliability and cluster size of twelve latent factors
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organization," "increase the productivity of the organiza-
tion," and "reduce business risk and uncertainty").

3.4 � Rule Induction Using Decision Tree Analysis

Decision trees are intended to generate sets of rules that can 
be easily understood by a decision-maker (e.g., top manage-
ment, BA project team) and can be replicated in other BA 
adoption decision settings. These rules may give important 
clues as to which firms are likely to adopt BA and, con-
sequently help the firm formulate an effective BA imple-
mentation strategy while aiding BA vendors in identifying 
their potential clients. The R scripts and IBM SPSS Statistics 
were used to build the decision tree. The Chi-squared Auto-
matic Interaction Detection (CHAID) method with k-fold 
cross-validation (k = 10 in this study) was used to build the 
decision tree because of its ability to work with categorical 
targets, prevent overfitting, reduce confounding (or biased 
in variable selection) issues, and produce a less deep tree for 
interpretation purposes. The accuracy of the decision tree 
was computed based on the 10-fold cross-validation results. 
The Bonferroni adjustment was employed to control tree size 
(Milanović & Stamenković, 2016; Ritschard, 2013).

3.5 � Data Visualization

To make sense of data mining results, we used data visuali-
zation techniques in the form of tables, charts, histograms, 
and multi-dimensional plots. By presenting data analysis 
results in a pictorial format, data visualization enables us 

to interpret results simply. Generally, data visualization is 
intended to provide a qualitative overview of complex big 
data, summarize those data, assist the decision-maker in 
identifying regions of interest for more focused quantitative 
analysis and make communication of information to others 
easier (Grinstein & Ward, 2002; Keller et al., 1994).

4 � Data Mining Results and Discussions

Based on the identification of potential variables (factors) 
that may influence the BA adoption decision, we conducted 
both cluster and decision tree analyses and then tested the 
extent of influences of those variables on the BA adoption 
decision. The following subsections provide details of such 
test results.

4.1 � Influence of Organizational Characteristics

Research question one seeks insights on the influence of 
organizational characteristics (nationality, industry clas-
sifications, size measured by sales revenue, and workforce 
size) of a firm on its decision to adopt BA. After eliminating 
incomplete and inconsistent responses, we received a total of 
328 valid responses (32.8 response rate) used in this research 
that including 224 valid responses received (32% response 
rate) from Korean firms and 104 valid responses receive 
(34.7% response rate) from US firms. A majority (76.7%) of 
U.S. responding firms adopted BA as their decision-aid tool, 
while 56.7% of Korean responding firms indicated their BA 

Latent Factor: Perceived Analytics Value 

Latent Factor dimensions: 
Improve Business Intelligence 
Improve competitiveness 
Reduce Business Risk and uncertainty 
Increase productivity 

Clusters of Perceived Analytics Value 
factor 

Cluster 1: Productivity & 
Competitiveness group 
Cluster 2: Neutral group 
Custer 3: High Perceived Analytics 
Value Group 

Fig. 1   Perceived analytics value profiles
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adoption as shown in Fig. 2. The ANOVA analysis reveals 
that the adoption level of BA differs significantly between 
the two countries at α = 0.05.

The industry profile of 328 research participants and its 
breakdown by country is provided in Fig. 2. The manu-
facturing-industrial products industry and manufacturing-
consumer products industry account for 35.9% and 53.8% 
of participants for overall and U.S., respectively. Approxi-
mately 46.4% of Korean respondents are from three indus-
tries, manufacturing-industrial products, manufacturing-con-
sumer products, and utilities. However, the adoption level of 
BA does not differ significantly concerning industry types 
in both U.S. and Korea as shown in the ANOVA test results 
in Fig. 3.

The size of a firm can be measured by annual sales or 
employee size. The firm size measured by the annual sales 
does affect the adoption of BA in decision making and the 
adoption patterns are different by country, as shown in Fig. 4. 
The larger-sized firms are more likely than the smaller-sized 
firms to adopt BA in decision-making in both Korean firms 
and U.S. firms. The use of BA in decision-making is also 

influenced by the firm size measured by employee size, as 
shown in Fig. 5. The majority of firms with more than 1,000 
employees are more likely to use BA in their decision while 
most of the firms with less than 100 employees did not adopt 
BA in decision making.

4.2 � IT Investment

The second research question investigates the influence of 
IT investment (IT employee size, IT budget, the familiarity 
of BA) of a firm on its decision to adopt BA. IT investment 
is often assessed through the IT employee/workforce size, 
IT budget, and the level of BA familiarity. The ANOVA test 
to investigate if there was any statistical significance of IT 
workforce to BA adoption and found a statistical signifi-
cance at α = 0.05. The larger the IT workforce, the greater 
the chance the firm would adopt BA regardless of its nation-
ality, as shown in Fig. 6. A majority (64.3%) of the respond-
ing firms with fewer than three IT professionals did not use 
BA, whereas more than two-thirds (68.3%) of the responding 
firms with three or more IT professionals used BA.

Fig. 2   Business analytics adop-
tion level by the country

United States Korea Tests of Between-Subjects Effects 

Fig. 3   Industry profile of 
responding firms
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However, the influence of IT employee size and adoption 
pattern are different between U.S. firms and Korean firms 
and the ANOVA test results are shown in Fig. 7a and b. The 
U.S. firms are more likely to adopt BA regardless of IT staff 
size, while Korean firms with more than 10 IT professionals 
have a higher chance to adopt BA. Furthermore, the impact 
of IT employee size is not significant among U.S. firms, as 
shown in Fig. 7b.

IT budget does affect the use of BA in the decision 
and the impact is different by country, as shown in the 
ANOVA test results in Fig. 8. The higher the IT budget, 
the more likely that a firm will use BA in the decision-
making process. The majority of firms with more than one 
million IT budgets adopt BA in the decision. In the U.S., 
more firms are using BA in their decision than those that 

do not, and that difference increase as the size of the IT 
budget increases. In Korea, firms with an IT budget of 20 
million or greater are more likely to adopt BA in the deci-
sion than those with a lesser than 20 million IT budget as 
shown in Fig. 8.

As shown in the ANOVA test results in Fig. 9, the level 
of familiarity with BA plays a role in adopting BA in the 
decision and the impact is different by country. The major-
ity of firms do not adopt BA in their decision when they 
know nothing or are somewhat unfamiliar with BA for 
Korean firms. However, the majority of U.S. firms adopt 
BA in the decision even though the firms know nothing 
or are somewhat unfamiliar with BA, and that adoption 
rate increases as the level of BA familiarity increases, as 
shown in Fig. 9.

All Firms 

aeroK.S.UehT

Fig. 4   Firm size and BA in decision
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4.3 � Influence of Organizational Readiness 
and Implementation Challenges

Research questions three and four seek insights on the 
influence of organizational readiness and implementation 
challenges of a firm on its decision to adopt BA and fac-
tors that are most likely to hinder or motivate the potential 
adoption of BA to uncover if there are cross-national differ-
ences in BA adoption practices between Korean and U.S. 
firms. Research questions one to three reveal the influence 
of organizational characteristics and IT investment while the 
factor analysis and cluster analysis result in twelve latent 
variables and each has its own set of characteristics. With 
consideration of the number of variables, the complexity 
of each variable, interdependencies among variables, and 
interpretability and practicality of research results, to effec-
tively interpret the BA adoption behavior by identifying 
specific characteristics of the BA adopters and non-adop-
ters through their profiling, a decision tree analysis is con-
ducted to investigate the nine latent factors of organizational 

readiness (Information Security & Privacy, Perceived Busi-
ness Analytics Cost, Confidence in BA, Analytics Intention, 
Perceived BA values, Analytics Simplicity, Organizational 
Resistance, Technical Capabilities, Risk Assessment), three 
latent factors of implementation challenges (BA Obstacles, 
Application Potentials, Perceived BA Benefits), four organi-
zational characteristics (nationality, industry classifications, 
firm size by annual sales revenue, firm size by total work-
force size), and three IT investment variables (IT budget, IT 
workforce, BA familiarity) that were identified in Table 2.

As shown in Fig. 10, the resultant decision tree using 
the Chi-squared Automatic Interaction Detection (CHAID) 
method with 10-fold cross-validation has a classification 
accuracy of 0.908, a sensitivity of 0.913, a specificity of 
0.901, and a precision of 0.940. Thus, this model is useful 
for making a correct prediction of BA adoption behavioral 
patterns (Patil et al., 2010). Overall, as shown in Fig. 10, 
when all variables are considered, familiarity with BA was 
the most influential (overriding) variable for BA adoption. 
Three latent variables, the privacy and security risk, the 

All Firms 

Fig. 5   Employee size and BA in decision

Fig. 6   BA adoption level by IT 
workforce (Combined)
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perceived BA adoption costs, and the perceived BA adoption 
obstacles played significant roles in splitting nodes in the 
decision tree, so their profile characteristics will be reviewed 
before extracting decision rules.

As summarized in Table 3, the factor of Information secu-
rity and Privacy is described through seven dimensions in 
terms of sensitive information release, personal information 
releases anonymously, personal information release, unin-
tended use of personal information, safekeeping of infor-
mation, security of personal information, and safekeeping 
of information assets. As shown in Fig. 11a and b, three 
profile groups and their respective cluster size derived from 
the two-step k-fold cluster analysis in terms of their degree 
of perceived security/privacy risk concerns with BA adop-
tion on each of seven dimensions detailed in Table 3: (1) the 
high alert group who tended to agree strongly (above 6.0 out 
of a 7-point Likert scale) that information security/privacy 
was of serious concern for BA adoption on each of seven 
dimensions; (2) insensitive group who tended to somewhat 
disagree (ranging from 3.0 to 3.9 on a 7-point Likert scale) 
that information security/security was of concern for BA 
adoption on each of the seven dimensions; (3) awareness 
group who tended to slightly agree (in the range between 4.5 

and 5.5 on a 7-point Likert scale) that information security/
privacy is of significant concern for BA adoption on each 
of the seven dimensions. As shown in Fig. 11b, a majority 
(84.3%) of the U.S. firms recognized the importance of safe-
keeping of organizational and personal information assets to 
BA adoption, whereas only a small number (15%) of Korean 
firms did.

The factor of perceived cost concerns with BA adoption 
is described using five dimensions such as equipment cost, 
implementation costs, support/maintenance/update cost, 
transaction costs, and user training cost as summarized in 
Table 3. As shown in Fig. 12a, the latent variable of the per-
ceived cost of BA adoption was classified into three profile 
groups: (1) the “affordable” group who tended to disagree 
(below 4.0 on a 7-point Likert scale) that costs were of con-
cern for BA adoption. In other words, this group believed 
that costs were not an inhibitor to BA adoption; (2) the 
“unaffordable” group tended to strongly agree (above 5.5 
out of a 7-point Likert scale) that costs were of primary 
concern for BA adoption; (3) “recurrent cost concern” group 
who tended to slightly agree (ranging from 4.0 to 5.5 on a 
7-point Likert scale) that recurrent costs such as transaction 
costs and support/maintain/update costs were of concern for 

a Korean firms b U.S. firms 

Fig. 7   BA adoption level by IT



Information Systems Frontiers	

1 3

BA adoption. The cluster size of each profile group is shown 
in Fig. 12b. It is intriguing to note that a majority (71.92%) 
of both unaffordable and recurrent cost concern groups were 
primarily concerned about recurring costs of supporting, 
maintaining, and updating BA. As shown in Fig. 12b, nearly 
half (43.3%) of Korean firms and 46% of U.S. firms tended 
to believe that BA was expensive to adopt.

As summarized in Table 3, the perceived obstacle to BA 
adoption is described through dimensions of big data col-
lection, data reporting, data screening/filtering, data stand-
ardization, start-up investment, insecure data transmission, 
maintenance cost, lack of information exchange mechanism, 
regulation, and user training cost. As shown in Fig. 13a, the 
responding firms were classified into four profile groups in 
terms of their perceived obstacles with BA adoption: (1) the 

“no obstacle” group whose degree of seriousness of obsta-
cles was below 3.0 on a Likert scale of 7; (2) “neutral” group 
whose degree of seriousness of obstacles were in the range 
of 3.0 to 4.06; (3) group with “serious obstacles” whose 
degree of seriousness of obstacles were above 5.0; (4) group 
with “some obstacles” whose degree of seriousness of obsta-
cles were in the range of 4.17 to 4.86. The cluster size of 
each profile group is shown in Fig. 13b. In particular, both 
the group with no perceived obstacles and the neutral group 
did not believe that government regulation posed any barrier 
to BA adoption, whereas both the group with serious obsta-
cles and the group with some obstacles viewed government 
regulation as a serious obstacle. Figure 8b also showed that 
a majority (81.26%) of the Korean firms did not recognize 
any serious obstacles to BA adoption, whereas more than 

All Firms

aeroK.S.UehT

Fig. 8   IT budget and BA in decision
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half (59.37%) of the U.S. firms recognized the existence of 
some obstacles or serious obstacles to BA adoption.

Seven different sets of “IF–THEN” rules are extracted 
based on key variables of interest summarized in Table 2 
and the decision tree is shown in Fig. 10 and is summarized 
in Table 4.

5 � Key Findings and Managerial Implications

One of the main objectives of data mining analysis in this 
study was to classify the surveyed sample firms into a certain 
type of segmentation (profile) to identify important vari-
ables that significantly influence a firm’s BA adoption. In 
addition, this study examined the influence of responding 
firms’ profiles (e.g., firm size, industry type, BA knowledge 
or familiarity level, organizational readiness, nationality) on 

BA adoption patterns. This section summarizes several of 
the noteworthy findings of this study and their managerial 
implications for firms that either currently use or plan to use 
BA in the future.

First, we discovered that firm size itself did not play an 
influential role in the BA adoption decision when all varia-
bles are considered in the decision tree analysis, although the 
firm size measured by annual sales revenue and by employee 
size does influence the BA adoption when no other variables 
are considered. This finding defies the conventional wisdom 
that large firms with more human and financial resources 
could leverage their scale economies to amortize the costs of 
launching and maintaining BA over a period of time and thus 
their return on investment in BA could be relatively high as 
compared to smaller firms. This finding is somewhat incon-
gruent with the findings of many earlier studies indicating 
that large firms tended to invest more in innovation such as 

All Firms 

aeroK.S.UehT

Fig. 9   BA familiarity and BA in decision
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Fig. 10   Decision tree model
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BA than did small ones (Kleinknecht, 1989; Schumpeter, 
1942; Shefer & Frenkel, 2005). As this research recognized 
and considered the number of and the interdependency of 

influential factors in BA adoption decisions, the finding of 
firm size influence is noteworthy in the process of identify-
ing the most influential factors in BA adoption decisions.

Fig. 11   a Information security 
and privacy profile charac-
teristics of combined Korean 
and US firms. b Cluster size 
of information security and 
privacy profile
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The firm’s level of BA familiarity is identified as the most 
important influencing (overriding) factor or the biggest motiva-
tor for BA adoption from the decision tree analysis. This find-
ing makes sense in that a higher level of BA familiarity can be 
translated into a greater technology readiness which, in turn, 
can increase the likelihood of emerging technology such as BA. 
This finding is not surprising in that familiarity may foster the 
adoption of innovative technology such as BA. The rationale 
is that, as the firm’s experience with technology increases, its 
technology capabilities would grow, and subsequently, the firm 
would be more inclined to adopt that technology (Lefebvre et al., 

1991; Min & Galle, 1999). By analogy, Oliveira and Martins 
(2011) found that the firm’s technology readiness influenced its 
adoption of newer computer-based systems such as e-business. 
In light of the above discussions, firms that consider adopting 
BA should first nurture the BA expertise among their employees 
and ensure the hiring and training of qualified IT staff who can 
support BA application efforts before BA adoption.

Second, neither information security/privacy concerns nor 
BA implementation and other related costs were the sole decid-
ing factor for BA adoption when all variables are considered 
in decision tree analysis. In other words, information security/

Fig. 12   a Profile characteris-
tics of combined Korean and 
US firms in terms of their 
perceived cost concerns with 
BA adoption. b The cluster size 
of Perceived Cost concerns with 
BA adoption profile
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privacy concerns or BA implementation and related costs are 
not a “deal-breaker” (key inhibitor) for adopting BA. Although 
sharing information (including the unprecedented scale of big 
data) with trading or supply chain partners can enrich BA ben-
efits, there were concerns about information sharing practices 
that might reveal the firm’s sensitive or proprietary information 
to its competitors. However, our findings did not validate those 
concerns. Other than the interdependencies among variables and 
variable importance identified during the decision tree analysis 
process, one of the possible explanations for this finding is that 

recent advances in data-driven security technology, the Cloud 
Security Alliance (CSA), and government-induced privacy 
regulations mitigated information security/privacy risks, and 
thus information security/privacy concerns would not be a seri-
ous deterrent to BA adoption (Cárdenas et al., 2013). Also, a 
lack of cost concerns for BA adoption can be interpreted in two 
ways: (1) BA implementation and related costs are perceived 
to be manageable (not prohibitively high); (2) BA implemen-
tation and other related costs (e.g., user training costs, main-
tenance/upgrade costs) are hard to estimate and thus potential 

Fig. 13   a Profile characteristics 
of combined Korean and US 
firms in terms of their perceived 
obstacles to BA adoption, b 
Cluster size of perceived obsta-
cles with BA adoption profile



Information Systems Frontiers	

1 3

BA adopters cannot gauge their impact on their BA adoption 
decision due to a difficulty in BA cost–benefit analysis. This 
finding is in contrast with some of the findings of prior IT 
studies indicating that perceived costs could either positively 
or negatively influence the IT adoption decision (Chau & Hui, 
2001; Teo et al., 2006; Zhu et al., 2006). Regardless, it appears 
that the importance of cost concerns is superseded by that of BA 
familiarity. In other words, BA project funding and finances are 
not the most crucial prerequisite to BA adoption.

Lastly, we found that U.S. firms tended to be warier of 
information security/privacy risk than their Korean counter-
parts although information security/privacy concerns would 
not discourage their BA adoption. In particular, after experi-
encing one of the biggest data breaches of credit card compa-
nies in Korea, the Korean government enacted the Personal 
Information Protection Act in 2014 in addition to the Act on 
Promotion of Information and Communications Network 
Utilization and Information in September of 2011 to tighten 
information security/privacy (IFLR, 2015; Korean Law Blog, 
2014). These strict information protection laws eased the 
Korean firms’ fear of information security/privacy risks and 
might have reduced their perceived security/privacy concerns. 

Also, U.S. firms recognized the greater seriousness of obsta-
cles to BA adoption and thus felt pressured to overcome more 
barriers to BA adoption than their Korean counterparts. How-
ever, those differences did not affect their actual BA adoption 
in that 56.7% of the Korean firms already adopted BA, while 
76.7% of the U.S. firms adopted BA despite the recognition 
of greater obstacles to BA among U.S. firms. It is intriguing 
to note that 59.1% of the U.S. firms that have not adopted BA 
still plan on adopting it in the future, while 67% of the Korean 
firms that have not adopted BA still plan on adopting it in the 
future. That is to say, serious concerns about potential BA 
obstacles would not hinder the firm’s BA adoption decision 
regardless of national differences in the seriousness of obsta-
cles to BA adoption.

6 � Concluding Remarks and Future Research 
Directions

This study has sought to assess the impact of contextual 
variables such as the industry sectors, organizational charac-
teristics, organizational culture, IT resources, BA familiarity, 

Table 4   A summary of IF–THEN rules for BA adoption

Country-specific rules: For Korean firms

Rule 1: IF the firm knows nothing about or has limited familiarity (is somewhat unfamiliar) with BA, THEN it has a 98.9% chance of not adopt-
ing BA

Rule 2: IF the firm has at least some degree of familiarity with BA (i.e., familiar, somewhat familiar, or very familiar) AND IF
it is in high alert profile (profile 1 in Fig. 11a) OR insensitive profile (profile 2 in Fig. 11a) to information security and privacy risk,
THEN it has a 100% chance of adopting BA
Country-specific rules: For U.S. firms
Rule 3: IF the firm knows nothing about or has limited familiarity (is somewhat unfamiliar) with BA, THEN it has only a 50% chance of adopt-

ing BA
Rule 4: IF the firm has at least some degree of familiarity with BA (i.e., familiar, somewhat familiar, or very familiar) AND IF
it is in high alert profile (profile 1 in Fig. 11a) OR insensitive profile (profile 2 in Fig. 11a) to information security and privacy risk,
THEN it has an 87.8% chance of adopting BA
Generic rules (based on combined Korean and U.S. data)
Rule 5: IF the firm knows nothing about or has some degree of familiarity with BA (i.e., familiar, somewhat familiar, or very familiar) AND IF
it is aware of information security and privacy risk (Profile 3 in Fig. 11a)
AND (EVEN IF it perceives BA cost as unaffordable (profile 2 in Fig. 12a)
OR has a concern about recurrent BA support/maintenance/update costs (profile 3 in Fig. 12a))
AND IF it perceived no serious obstacles (profile 2 in Fig. 13a)
OR neutral on obstacle profile (profile 2 in Fig. 13a) for BA adoption,
THEN it has a 100% chance of adopting BA
Rule 6: IF the firm knows nothing about or has some degree of familiarity with BA (i.e., familiar, somewhat familiar, or very familiar) AND IF
it is aware of information security and privacy risk (Profile 3 in Fig. 11a)
AND (EVEN IF it (perceives BA cost as unaffordable (profile 2 in Fig. 12a)
OR has concern of recurrent BA support/maintenance/update costs (profile 3 in Fig. 12a)),
AND IF it perceived some obstacles (profile 4 in Fig. 13a)
OR serious obstacle (profile 3 in Fig. 13a) for BA adoption,
THEN it has a 70% chance of adopting BA (or 30% of chance of not adopting BA)
Rule 7: IF the firm has at least some degree of familiarity with BA (i.e., familiar, somewhat familiar, or very familiar) AND IF
it is aware of information security and privacy risk (Profile 3 in Fig. 11a)
AND IF it perceived cost of BA is affordable (Profile 1 in Fig. 12a),
THEN it has a 53.8% chance of not adopting BA (or 46.2% of chance of adopting BA)
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information security/privacy concerns, and various per-
ceived costs and obstacles associated with BA on the deci-
sion to adopt BA. This study is also one of the first attempts 
to use data mining techniques to develop detailed profiles 
of BA adopters and non-adopters rather than relying on a 
series of hypotheses tests using conventional multivariate 
analyses or confirmatory factor analysis that cannot capture 
a multitude (multiple combinations) of influencing factors 
simultaneously for BA adoption.

Future research will need to extend the scope of this study 
to examine the direction of causality between these variables 
and the BA adoption decision through multiple periods of 
longitudinal studies. In addition, future research endeavors 
should investigate the potential impact of other contextual 
variables such as industry trends, peer pressures, and the 
firm’s risk orientation (risk aversion versus risk tolerance) 
on the firm’s BA adoption decision.
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fidentiality of survey respondents.
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