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Abstract

In the context of a global pandemic, the need for reliable analysis of qualitative data

in healthcare has never been more pressing. Open‐ended questions are a feasible

way for both researchers and organizational stakeholders to gain deeper insight into

complex situations when timely research is needed. However, the interpretation

of brief, textual responses can prove problematic. Both manual and automated/

semiautomated methods of coding qualitative data have been associated with errors

and costly temporal delays. Data obtained from the qualitative analysis of open‐

ended questions have been questioned for lacking robust insights. The present

article introduces an innovative, manual, team‐based method of analyzing responses

to open‐ended survey questions. This method was developed and implemented

at the outset of the COVID‐19 pandemic to understand the needs of nurses and

their perceptions of organizational strategies that were implemented to address

pandemic‐related challenges. This framework utilizes a dedicated project manage-

ment structure, general purpose software for data collection and analysis, frame‐of‐

reference training designed for an interdisciplinary team of coders, and data analysis

procedures that align with qualitative content analysis procedures. In concert,

these techniques empower researchd team members with varying backgrounds and

disparate levels of experience to provide unique human insights to data analysis

procedures, refine the coding process, and support the abstraction of meaningful

themes that were used to prioritize organizational strategies and further support

nurses as the pandemic progressed.
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1 | INTRODUCTION

Open‐ended survey questions can provide crucial information and

elicit diverse responses not confined to the limits of standardized,

closed‐ended survey questions (Riiskjær et al., 2012). Specific to

employee surveys, open‐ended questions provide the individual

employee with an opportunity to express immediate needs and

truthful opinions while providing organizations with valuable feed-

back (Zull, 2016; Gilles et al., 2017; Singer & Couper, 2017). Despite

this value, analyzing the free‐text comments generated by these

questions can be burdensome and costly, especially when working

with large data sets and within condensed project time frame (Etz

et al., 2018). As a result of these challenges, critical findings may be

lost. While a variety of computer‐aided text analysis methods have

been introduced in an effort to efficiently analyze formidable sets of

open‐ended comments, these methods may not be feasible for all

projects. This article introduces a manual, team‐based framework,

frame‐of‐reference training for content analysis with structured teams

(FORT‐CAST), a feasible method of completing a moderately large‐

scale evaluation of open‐ended comments. This framework was

applied to an organizational survey of nurses’ needs and perceptions

of organizational strategies during the COVID‐19 pandemic.

2 | BACKGROUND

2.1 | Open‐ended questions

Open‐ended questions are frequently used in qualitative and mixed

methods research studies to obtain a holistic and comprehensive

understanding of complex situations, an understanding that would be

otherwise limited with the use of closed‐ended survey questions

(Zull, 2016). Open‐ended questions have been used to facilitate

information gathering when the range of possible answers to a

question is unknown, to avoid a long list of response options in

closed‐ended questions, to avoid the use of directive questions that

might steer participants towards a specific answer, and to capture

information on substantive issues not addressed by traditional

closed‐ended items (Borg & Zuell, 2012; Zull, 2016). Open‐ended

questions have also been used to motivate respondents to provide

truthful opinions, express criticisms freely, and share personal

experiences related to topics that may be of a sensitive nature

(Zull, 2016). For these reasons, open‐ended questions have experi-

enced a resurgence in use in recent years by health services

researchers and organizations due to their ability to elicit key

information about complex healthcare and employee‐related issues.

Despite this resurgence, limitations associated with open‐ended

questions have led to a debate among experts about their value and

the quality of the insights they can provide. The content provided

in free‐text responses is often restricted by either space on paper

surveys or word‐count limitations in electronic surveys. As a result of

these limitations, experts argue the resulting data likely lacks the

richness necessary to provide substantial insights (LaDonna

et al., 2018). Specific to employee surveys, responses have been

largely found to be negative in tone, with the likelihood of writing

comments inversely related to the employee's job satisfaction (Borg

& Zuell, 2012; Gilles et al., 2017). Additionally, experts acknowledge

responses to these questions are rarely analyzed using rigorous

qualitative methods, with some further suggesting analysis may be

more quantitative than qualitative if the analysis is based on the

frequency of key words (Stoneman et al., 2013; Gilles et al., 2017;

LaDonna et al., 2018).

2.2 | Methods of analyzing responses
to open‐ended questions

2.2.1 | Automated coding

Recent advances in technology have mitigated the burdens associ-

ated with manual coding allowing researchers to automatically code

textual responses to open‐ended questions. Compared to manual

processes, automated coding processes are objective, less costly, and

more efficient, and thus more valuable for the timelier analysis of

large data sets (greater than 1500 comments; Etz et al., 2018; He &

Schonlau, 2020; Schonlau & Couper, 2016). Defined as the use of a

statistical learning model to predict the code of free‐text responses,

automated coding is accomplished through a series of steps which

begins with the manual coding of a randomly selected subset of the

data. This manually coded “training data set” is used to convert the

answer texts of all open‐ended responses into numerical variables

(n‐gram variables) which contain counts of indicators addressing how

often a given word (n = 1) or sequence of words (n = 2) occurs in the

narrative text. The resultant model is tested using the training data

set, with the final algorithm predicting the most likely codes

(Schonlau & Coup, 2016).

2.2.2 | Semi‐automated coding

Compared to fully automated coding, semi‐automated coding

consists of a few additional steps. Similar to automated coding, the

process begins with manually coding a subset of the larger data set

(training data set). Text answers for both the training and test data

are converted to the same numeric variables (n‐gram). The resulting

statistical learning algorithm is applied to the training data, which

then estimates the probability for each text falling into a coding

category. Next, a threshold of probability for automated coding is

determined and computed based on expected accuracy. If the

estimated categorization probability threshold exceeds the computed

threshold, automated coding is accepted; if the estimated probability

is lower than the computed threshold, manual coding is required

(Schonlau & Couper, 2016). While both fully automated and semi‐

automated coding methods have been introduced in an effort to

efficiently analyze formidable sets of open‐ended comments, these

methods have been found to have higher error rates than human

478 | GALURA ET AL.

 1098240x, 2022, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/nur.22227 by M

issouri U
niversity O

f Science, W
iley O

nline L
ibrary on [29/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



coders (He & Schonlau, 2021), automatically classifying only 58% of

textual data accurately (Schonlau & Couper, 2016).

2.2.3 | Computer‐assisted content analysis

This method of coding involves categorizing content based on a

content‐analysis dictionary where coding rules are formulated as lists

of words (Zull, 2016). Instead of defining codes, phrases are defined

that are indicative of a particular category. When the words or

phrases appear in a text‐response, a corresponding code is assigned.

To accomplish this method of analysis, suitable software must be

available to support the development of the dictionary. In addition,

participant responses must be available in machine‐readable form,

which is readily accomplished with today's widespread use of web‐

based surveys. Following completion of coding using this method, it is

recommended that the quality of coding be tested manually using a

subset of the larger data set. While sufficient time and effort on the

front‐end is required to develop and validate the content analysis

dictionary (list of words), the use of such programs (e.g., MAXDictio,

TextQuest, WORDSTAT) allows for the quick and reliable coding of

large volumes of data (Popping, 2015; Zull, 2016).

2.2.4 | Manual data analysis methods

Manual coding, defined as the use of human coders to classify free‐

text responses, is facilitated using a coding manual or codebooks that

are drafted based on preliminary coding categories and updated

throughout the coding process as new codes are identified (Cascio

et al., 2019). Codebooks provide definitions and can include example

quotes to promote consistency in coding across team members. As

compared with technology‐aided methods, manual coding processes

are viewed as more subjective, time‐consuming, and expensive. To

facilitate more timely manual coding, the use of multiple coders, or a

multidisciplinary coding team, has been identified as beneficial. In

addition, involving multidisciplinary coders in data analysis has been

found to be a valuable strategy to enhance credibility, defined as

the confidence in the truthfulness of the research conclusions

(Lincoln & Guba, 1985), as multiple coder perspectives inform the

data analysis process (Cascio et al., 2019; Church et al., 2019).

However, challenges associated with using a team approach to

coding may include varying skill levels of individual coders (Berends &

Johnston, 2005) and varying knowledge of the phenomenon under

study, both of which can be addressed with training and supportive

strategies. Strategies reported in the literature to address these

challenges include orienting team members to the nature, purpose,

and objectives of the study, the structure of the data, the rationale

for the approach to coding, and the final study deliverables (Berends

& Johnston, 2005; Giesen & Roeser, 2020; White et al., 2012). In

addition, incorporating practice coding sessions to build coding team

members’ confidence with the coding process has been identified as

a key training strategy (Berends & Johnston, 2005; Giesen &

Roeser, 2020; White et al., 2012). The use of codebooks and training

manuals has been consistently identified as a critical strategy to

support consistency among coding teammembers (Cascio et al., 2019;

Giesen & Roeser, 2020; White et al., 2012). Detailed codebooks that

identify codes, code definitions, and any conditions on when to

double‐code or to not apply codes, help foster understanding of the

coding scheme and facilitate intercoder reliability (Giesen &

Roeser, 2020).

Neither automated, semi‐automated, computer‐assisted, nor

manual methods of coding are without error; however, the sources

of error vary by method. Semi‐automated systems have been found to

have higher error rates, only classifying up to 58% of textual data

correctly (Schonlau & Couper, 2016) with the primary error reported

as generalization error, or out‐of‐the‐sample error, a measure of how

accurately a machine algorithm can detect meaningful patterns in data

(He & Schonlau, 2021). Conversely, errors in manual coding are largely

due to human error, unclear coding manuals, or misunderstanding the

meaning of textual responses. Nevertheless, the rigor of all methods is

challenged when coding more lengthy, ambiguous text responses (He

& Schonlau, 2021).

2.3 | Addressing nurses’ needs during the
pandemic: A case study in the application of the
FORT‐CAST method

During the first wave of the COVID‐19 pandemic, concerns expressed

by organizational leaders over the well‐being of their employees

prompted the distribution of a web‐based survey designed to assess

nurses’ needs and their perceptions of organizational strategies

implemented in response to the pandemic. In an effort to provide

employees with a voice to freely and honestly express their opinions

and to provide organizational leaders with feedback about the

effectiveness of organizational strategies, four open‐ended questions

were added to the survey: (1) what is one thing the organization could

continue to do to support you, (2) what is one thing the organization

could start doing to better support you, (3) what is one thing the

organization could stop doing to better support you, and (4) is there

anything else you would like to tell us about your workplace's response

to the COVID‐19 outbreak? Given the timely need for research, the

resource intensive nature of the early stages of the pandemic brought

about by the surge in patients and redeployment of staff, and the size

and scope of the organization (large, urban, multi‐campus system),

administration of a survey incorporating open‐ended questions was

deemed the most feasible and appropriate method to obtain the

desired data to achieve the study purpose in a timely manner. In

addition, incorporating a team of multidisciplinary coders provided an

opportunity to gain unique insights through the human interpretation

of the data versus interpretation accomplished using computer

algorithms. For these reasons, an innovative, team‐based framework

was developed to accomplish the manual coding and analysis of over

900 free text responses (less than 150 words) to the four open‐ended

survey questions.
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2.4 | Innovation: FORT‐CAST framework

FORT‐CAST was developed to address the identified challenges

associated with manual coding and the use of a team of multi-

disciplinary coders. Development of the framework consisted of four

steps: defining the project management structure, creating a master

data file for data entry and analysis, providing structured training for

a team of multidisciplinary coders, and conducting data analysis that

aligns with standard content analysis. Content analysis was defined

as a systematic approach to the coding and categorizing of textual

data to determine word trends, patterns, frequency of use, their

relationships, and structures of communication (Gbrich, 2007;

Mayring, 2000; Pope et al., 2006; Vaismoradi et al., 2013).

2.4.1 | Step 1: Define the project management
structure—roles/responsibilities

First, a dedicated management structure (Giesen & Roeser, 2020)

was developed by defining key project roles and responsibilities. Key

roles included the project lead, lead trainer, primary coder, coding

team, and the senior reviewers. The project lead was responsible for

the overall management of all data analysis procedures, including

managing the master spreadsheet used for data analysis, communi-

cating with all members of the project team, and ensuring project

timelines were met. The lead trainer's primary responsibility was to

provide targeted training to all members of the coding team. Both the

project lead and lead trainer collaboratively shared the role of

primary coder throughout the data analysis process. Both repre-

sented different disciplines and were responsible for reviewing all

coding completed by members of the coding team. The coding team

consisted of members representing the disciplines of nursing and

industrial and organizational psychology and were responsible for

coding subsections of the overall data set under the guidance and

support of the primary coders. Finally, senior reviewers, consisting of

nurse leaders from the clinical study site and academic researchers

representing the disciplines of nursing and psychology, were tasked

with several key steps in the data analysis process, including

developing the initial categorization scheme, validating all coding

completed by the coding team, abstracting themes, and collaborating

to achieve consensus of the final study results.

2.4.2 | Step 2: Create a master file for data entry
and analysis

To facilitate data analysis, a master EXCEL spreadsheet was created.

The EXCEL file consisted of several tabs/sheets. The first tab

included three elements: (1) general instructions for the protocol to

be followed by members of the coding team, (2) the initial

categorization scheme established by the primary coders (project

lead/lead trainer) and senior reviewers, which included initial parent

(main category) and child (related subcategory) codes and their

definitions as column headers, and (3) an example of a coded

response (see Table 1). The second tab included individual coder

assignments, or the subsections of data to be evaluated by each

coder, represented as EXCEL line numbers. The third tab detailed all

steps of the data analysis process. The final four tabs, one for each of

the four open‐ended questions, included the initial categorization

scheme at the top of each page to serve as a guiding codebook to

facilitate consistency among coders during the data analysis process,

and all related participant responses for the specific question

downloaded from the Qualtrics survey management platform.

Specific to our study, the initial categorization scheme repre-

sented on the master EXCEL spreadsheet was developed collabora-

tively. Each of the primary coders and senior reviewers was provided

with the same sub‐sample of the larger data set (20 randomly

selected responses downloaded from the Qualtrics survey platform)

and allotted time for independent review to develop their own

individual interpretations of the data. Following independent review

time, the primary coders and senior reviewers convened as a team to

collaboratively discuss their individual interpretations of the data

sub‐sample. The group consensus was achieved on the initial

categorization scheme with parent codes (main categories) and child

codes (related subcategories) derived directly from the textual data

and described on a manifest level or low degree of interpretation and

abstraction (Lindgren et al., 2020). For example, “Communication”

occurred frequently within the first 20 responses and, as such, it was

identified as a preliminary parent (main) coding category and a

definition of the category (“formal and informal messages sent within

an organization; can vary in content, frequency, and level of

transparency”) was added to the EXCEL spreadsheet to guide the

coding team. Child codes (subcategories related to parent codes)

were identified simultaneously with the identification of parent codes

and were incorporated into the initial categorization scheme.

Examples of child codes for the parent code of “Communication”

were “communication content,” “communication frequency,” and

communication transparency.” Child codes were similarly defined.

Additional cell column headings incorporated into the spreadsheet

provided space for coders to document illustrative quotes that

reflected a specific code, add any general coding comments or

questions for the primary coders to review, and make recommenda-

tions for new codes identified during the coding process.

2.4.3 | Step 3: Provide structured frame‐of‐
reference training

To address the varying skill levels and contextual knowledge of the

nursing discipline among the multidisciplinary members of the coding

team, frame FORT was integrated into the framework as an

innovative training method. Traditional coding approaches have

emphasized the use of multiple coders categorizing the same

response as a way to identify problems with reliability and validity

(Bachiochi & Weiner, 2002). When inter‐rater agreement is high,

there can be more confidence that the interpretations by raters are
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more reliable rather than influenced by the idiosyncrasies of each

coder's categorization. While there are several advantages to this

approach, coding large data sets in a small‐time frame may prove

cumbersome when multiple coders must be assigned to each

participant response. Alternative approaches can minimize the

influence of bias while maximizing efficiency, by providing structure

for single‐coder rating systems in the analysis of large‐scale

qualitative data. FORT, a tool used in industrial and organizational

psychology, minimizes bias in the interpretation and rating of work‐

related behavior (Schleicher et al., 2002; seeTable 2). In keeping with

its name, the training serves to create a consistent “frame of

reference,” or categorization schema for coding, among all coders. In

other words, by following FORT, coders should be “on the same

page.” In addition, FORT focuses on coding categories that should

exist regardless of the idiosyncrasies of each coder and helps the

coder learn to recognize the category and separate it out from other

noise. For example, when coders participate in a FORT session before

coding for purposes such as performance appraisal, rating accuracy

and agreement tends to be higher (Roch et al., 2012). FORT can be

conducted easily using the following steps: (1) instruct coders about

biases that can influence coding, (2) define categories of interest for

coders and provide examples of category‐related behavior, and (3)

provide coders with practice coding and feedback on their practice

coding (Schleicher et al., 2002).

Specific to our study, the lead trainer developed and conducted

a 2‐ h FORT session consisting of three key steps. First, in a virtual

meeting, all coders observed a presentation on rater biases. Second,

the coding team was oriented to the initial categorization scheme or

preliminary coding categories. Finally, coders were provided with two

participant responses and given practice time to code. Codes were

discussed among the group and the lead trainer gave feedback. This

training provided the benefits of promoting reliability and validity of

ratings in a single‐coder approach and provided graduate student

coders with theoretical and practical knowledge regarding rater bias

and FORT procedures.

To further support content analysis skill acquisition, each coder

was provided with a subsample of 25 participant responses to all

four open‐ended questions from the larger data set for practice.

Each coder was allotted 5 days to complete practice coding of the

subsample. The project lead then reviewed each coder's responses,

providing additional feedback and guidance after which time coders

were cleared to proceed with coding their assigned data subset.

2.4.4 | Step 4: Conduct data analysis

Quantitative content analysis has been identified as the classical

method of analyzing responses to open‐ended questions with coders

coding the responses to open‐ended questions on the basis of a pre‐

defined coding scheme (code book; Zull, 2016). Specific to our study,

given the range of participant responses (up to 150 words), data were

analyzed using an inductive content analysis, moving from the

specific to general by first coding the textual responses (main/parent;

subcategories/child), and then abstracting themes that cut across

coding categories (Elo & Kyngas, 2008; Vaismoradi et al., 2013).

Each member of the coding team analyzed approximately 750

free‐text responses to the four open‐ended questions and was

allotted 2 weeks to complete coding of their assigned data subset.

During the coding process, coders reviewed each response and either

assigned an existing parent and/or child code or made recommenda-

tions for the development of a new code. For example, initial codes

largely focused on well‐known issues encountered at the onset of

the pandemic related to personal protective equipment and

redeployment. As coding progressed, members of the team identified

unanticipated codes such as “Positive Affirmations” defined as

positive phrases or statements that described a particular outcome

within the organization, and “Employee Voice” defined as soliciting

input from employees and acting based on input. Coders also

provided illustrative quotes or specific text responses that helped to

further illustrate and support conclusions drawn from the coded data.

TABLE 2 Rater biases summarized in FORT training

Bias Definition Rater instructions

Similar to me error Raters tend to rate responses or participants who are similar to
them more positively, even when it is not related to the

construct of interest.

Try not to pay more attention to the words of someone
who sounds like you, writes like you would write, or

has a similar work history.

Example: If a participant mentions their job title, a rater who

holds the same job title might rate their responses more
positive, even if the construct applies to all job titles.

First impression and
recency errors

Raters tend to weight performance of the first and last ratings
differently than ratings in the middle. This could be due to
memory effects, or due to the tendency to interpret ratings
relative to each other (i.e., “this one is better than the
last one”).

Try to treat each new data point as individual, as if it is
the very first text you've seen.

Rater fatigue If raters code a large number of responses in one sitting, they
will be more likely to tune into non‐construct‐relevant
details as they become mentally fatigued.

Try not to do a “marathon” coding session. Instead, try to
break it up into smaller codes.

Abbreviation: FORT, frame‐of‐reference training.
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This coding process not only led to the identification of additional

parent code categories and child code subcategories, but also

quantified their frequency of occurrence resulting in a rank‐order

of coding categories for each open‐ended question. For example, in

response to what the organization could continue to do to support

nurses, parent and child codes specific to communication rank‐

ordered the highest in frequency. This prioritized, rank‐ordering

provided organizational leaders with clear direction on where to

prioritize additional strategies.

Following completion of coding the entire data set, the primary

coders (project lead and lead trainer) collaboratively reviewed all coded

responses. Once all coding was reviewed, the primary coders began the

initial abstraction process by identifying more abstract themes cutting

across code categories. For example, specific to the parent code of

“communication” and child codes of “content, frequency, and transpar-

ency,” the more condensed categories were interpreted as “organiza-

tion” and “pandemic” with the final abstracted theme interpreted as

“knowledge of current state” (see Figure 1). This progression of

abstraction/interpretation was then visually represented in a causal

chain display that illustrated the progression of the analysis from the

descriptive analysis of free‐text responses (manifest content) to the

more interpretive, abstraction of the underlying meaning (latent

content; Lindgren et al., 2020).

Following completion of all descriptive (coding) and interpretive

(abstraction) data analysis procedures, the senior reviewers were

presented with the completed, master EXCEL which contained all

individually coded participant responses, the final coding categories,

and a preliminary draft of the abstracted themes as illustrated in the

causal chain displays. After allowing time for individual review, a

meeting was convened with the project lead, lead trainer, and senior

reviewers, and following collaborative review and discussion,

consensus was reached on the final abstracted themes (Elo

et al., 2014). The final causal chain displays, which helped illustrate

the connections between coding categories and the final abstracted

themes, were used to develop infographics, or illustrations that used

graphic elements to present findings in a visual manner (Info-

graphic, n.d.), summary reports, and recommendations for presenta-

tion to organizational stakeholders (Elo et al., 2014; Giesen &

Roeser, 2020). Application of the FORT‐CAST framework in our

study accomplished the manual content analysis of a moderately

large data set of open‐ended questions within 5 weeks from the time

of receipt of collected data to presentation of the final results.

2.4.5 | Case study application summary

The FORT‐CAST framework was the optimal approach for this study

given the aim of the study, the sensitive nature of the data being

collected, the tight project timeline, and the challenges faced in

collecting data within the context of a worldwide pandemic. By

understanding nurses’ needs, we hoped to obtain actionable data from

participants that would inform the continuation, development, and/or

cessation of organizational strategies that would be used to support

nurses’ well‐being as the pandemic progressed. These needs and

perceptions would likely vary by campus. The most feasible way of

collecting data broadly was by providing a readily available, web‐based

survey that employees could complete at their convenience. Other

methods of qualitative data collection, such as observations (which

primarily serve to gain insight into actual behavior rather than opinions)

did not align with the aim of our study. One‐on‐one interviews, semi‐

structured interviews, and focus groups, while valuable for gaining

insights into personal experiences as well as opinions, were not

feasible given the context of the pandemic, the urgent need for

research, and the limited resources.

Similarly, other qualitative methods of analysis did not align with

the primary aim of our study. Ethnography, the analysis of patterns in

behavior and thoughts of study participants, seeks to gain a deeper

understanding of a specific culture. Phenomenology seeks to

describe the meaning of experiences through the identification of

themes. The grounded theory seeks to develop theories that are

F IGURE 1 Visual representation of
organization of coding and abstraction. This is a
simplification of the coding and abstraction
framework. Individual responses could be coded
directly to one or more parent codes (bypassing
child codes), a parent code and one or more of its
child codes, multiple child codes subsumed under
the same of different parent codes, and so forth.
Similarly, an abstracted theme might be based on
one or more parent codes.
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grounded in data obtained from real‐world observations (Polit &

Beck, 2017). Again, these methods did not align with the study's aim

to describe and quantify nurses’ needs and perceptions of organiza-

tional strategies and make valid inferences of the analyzed data to

the study context to provide actionable guidance for organizational

leaders (Krippendorff, 2018).

3 | DISCUSSION

The benefits of the FORT‐CAST framework lie in its supportive project

management structure, methodological appropriateness for achieving

specific study purposes, training to address challenges associated with

inter‐rater reliability, unique insights provided by multidisciplinary

human coders, and processes incorporated into content analysis

procedures to ensure the credibility (Lincoln & Guba, 1985) of the

abstracted themes. Content analysis has been regarded by some

quantitative researchers as too simplistic for statistical analysis and by

some qualitative researchers as not sufficiently qualitative in nature.

Yet, content analysis has been widely used in nursing research,

offering several major benefits including the ability to make valid

inferences from data to their context, the content‐sensitive nature of

the method, and the method's concern with meanings, intentions,

consequences, and context (Elo & Kyngas, 2008).

The manual method of content analysis incorporated into our

framework may prove to be the most feasible option for many studies.

The equipment necessary to accomplish automated/semi‐automated

machine learning methods of coding, as well as the computer software

and user skill necessary to develop coding dictionaries for use in the

computer‐assisted content analysis may be prohibitive. Further,

though technology‐aided methods of content analysis have mitigated

the time‐consuming nature of manual analysis methods, these

methods have been found to have higher error rates than human

coders (He & Schonlau, 2021, Schonlau & Couper, 2016). To address

these potential sources of human error associated with manual

coding (He & Schonlau, 2021, Schonlau & Couper, 2016), FORT‐

CAST incorporates a clearly defined codebook (the initial categoriza-

tion scheme of coding categories and their definitions) on each tab of

the EXCEL file to guide coders in their data analysis, frame‐of‐

reference training, and practice coding sessions with feedback from

primary coders. These strategies serve to ensure clarity and under-

standing among multidisciplinary coders and enhance inter‐rater

reliability of the members of the coding team.

Having multidisciplinary representation on the human coding

team proves to be advantageous throughout the coding process.

Research has demonstrated the beneficial use of multidisciplinary

coders as mitigating the subjectivity associated with manual qualita-

tive processes and, by doing so, enhancing the quality and credibility

(Lincoln & Guba, 1985) of analyses (Berends & Johnston, 2005;

Church et al., 2019). Having data reviewed and interpreted from a

human perspective rather than a computer algorithm, incorporating

diverse perspectives, and providing opportunities throughout the

review process to discuss coding disagreements and/or new code

recommendations helps to provide unique insights and further refine

the coding system throughout the data analysis process.

Finally, understanding that responses to open‐ended questions

are rarely analyzed using standard qualitative methods (Etz

et al., 2018; Gilles et al., 2017; Stoneman et al., 2013), we ensured

our framework aligned with the defined phases of content analysis

(preparation, organization, reporting) and incorporated strategies

throughout all phases to enhance credibility (Lincoln & Guba, 1985;

see Table 3). For example, credibility (Lincoln & Guba, 1985) is

enhanced in the organizing phase (where coding categories and sub‐

categories are formulated) through the collaborative development of

the initial coding categorization scheme by the project lead, lead

trainer, and senior reviewers, the ability of the coding team to

recommended the consideration of new codes as the coding process

evolves, the levels of review provided by the primary coders

throughout training and following the completion of all coding

activities, and the final review of all coding categories and abstracted

themes by the senior reviewers.

Application of the FORT‐CAST framework is not without its

challenges and limitations. While the use of general‐purpose soft-

ware (e.g., EXCEL) and manual data analysis processes may prove

more feasible in many studies, the time associated with the

completion of all steps of the framework likely exceeds the more

efficient timeframes that could be achieved with automated/semi‐

automated data analysis methods. In the case study described above,

analysis was conducted in a 5‐week timeframe and results were

presented promptly enough to provide valuable information to

leaders as they dealt with ongoing pandemic surges. Nonetheless,

the FORT‐CAST framework may not be appropriate in more urgent

research situations.

A recognized expert qualitative methodologist not familiar with

the research study was unavailable to serve on the research team in

our case study; this was a limitation of our application (Giesen &

Roeser, 2020). When possible, such a methodologist should be

included in the FORT‐CAST framework. This role should be

responsible for the development of the initial coding categorization

scheme and providing support and feedback to the coding team.

While these tasks can be accomplished by the project lead and lead

trainer as they were in our study, they might have been better

supported by an expert. Inclusion of a recognized expert in

qualitative methodology further enhances the credibility (Lincoln &

Guba, 1985) of the data and reported findings in a FORT‐CAST

framework.

The credibility (Lincoln & Guba, 1985) of study findings in a

FORT‐CAST framework is established through frequent collaborative

discussions among the project lead, lead trainer, and senior

reviewers. While consensus of the final study results can be achieved

and validated as representing reality through these collaborative

discussions, credibility (Lincoln & Guba, 1985) can be further

enhanced with the use of a more robust audit trail. Internal audits,

conducted by members of the research team at various intervals to

assess inter‐rater reliability, and an external audit conducted by an

expert in qualitative data analysis not associated with the study can
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be incorporated into the framework to further enhance credibility

(Lincoln & Guba, 1985; White et al., 2012).

Application of FORT‐CAST does not require a quantitative

assessment of inter‐coder reliability (ICR); this may be viewed by

some as a limitation. A commonly cited reason for performing an ICR

assessment in qualitative research is to assess the rigor of the coding

categorization scheme and the robustness of the coding process.

However, ICR is not universally accepted as beneficial and is seen

by some researchers as contradicting the interpretive nature of

qualitative research. Likewise, others view ICR as unnecessary,

arguing that alternative concepts such as trustworthiness, defined

as research findings that are “worthy” of attention (Lincoln &

Guba, 1985), may be just as acceptable (O'Connor & Joffe, 2020).

While the minimum number of coders necessary to complete an ICR

assessment may be met in studies utilizing FORT‐CAST, the skills and

resources necessary to complete an ICR assessment may not be

available. As an alternative, the training, practice coding, and ongoing

review of coding embedded in the FORT‐CAST framework provides a

more feasible strategy to address credibility (Lincoln & Guba, 1985)

and increase intercoder reliability before coding of the full data set

commences and throughout the coding process.

Experts have questioned the ability of open‐ended questions to

generate robust insight (LaDonna et al., 2018). Researchers should

carefully consider their study's aims and research design in weighing

the advantages and disadvantages of open‐ended questions. For

example, in our case study, the decision to include these questions

was intentional. We were purposeful in the design of the questions,

ensuring they were clearly stated, used as an adjunct to the primary

quantitative survey, and aligned appropriately with the primary study

aim to gain an understanding of nurses’ needs and their perceptions

of organizational strategies to guide the ongoing organizational

response. We found application of the FORT‐CAST framework and

its embedded qualitative content analysis processes yielded valuable

insights by prioritizing nurses’ needs through the quantification and

rank‐ordering of descriptive coding categories. The insights gained

provided valuable feedback to leaders as to which organizational

initiatives and strategies were beneficial and critically necessary to

effectively support the well‐being of their employees as the

pandemic continued. Though not the primary aim of the analysis,

the nature of the data allowed for further abstraction and

interpretation as patterns threaded throughout coding categories

emerged, enabling a deeper understanding of the textual responses

provided by the study participants. Thus, open‐ended questions were

appropriate in our case study. This may not be the case for all

research; study conceptualization should be an intentional and

carefully evaluated process.

TABLE 3 FORT‐CAST framework

Content analysis phase
(Elo & Kyngas, 2008)

Management structure
(Giesen & Roeser, 2020) Components

Preparation Project lead 1. Survey development; development of open‐ended questions
2. Selection of the unit of analysis

3. Development of management structure
Lead trainer

Senior reviewers

Organizing Project lead 4. Raw data download (Project Lead): Survey data downloaded into data

management platform (EXCEL)
5. Data immersion (Primary Researchers): (sub‐sample) – independent team

member review
6. Initial constructs (Primary Researchers): Collaboration to reach consensus on a

priori constructs to guide open coding.
7. Data Management Spreadsheet/Master Codebook Development (Project

Lead/Lead Trainer
8. Training (Lead Trainer): FORT training (coding team)
9. Training (Project Lead): Practice Coding (coding team)

10. Open Coding (Multidisciplinary coders): coding of full data set
11. Open Coding Review(Project Lead/Lead Trainer): Final review of all coded

responses
12. Rank Order of Coding Categories (Project Lead/Lead Trainer): Final rank

ordering of identified coding categories.

13. Preliminary Abstraction (Project Lead/Lead Trainer) coded data abstracted into
subcategories and higher‐order categories.

Lead trainer

Multidisciplinary coders

Reporting Project lead 14. Independent Review (Primary Researchers): Review of final coded responses,
rank‐ordered coding categories, preliminary abstracted themes

15. Collaborative Discussion (Primary Researchers): Collaborative review and
discussion of preliminary abstracted themes.

16. Final Consensus (Primary Researchers): Consensus on final abstracted themes.
17. Final Deliverables: Graphic displays, infographics, summary reports,

recommendations

Lead trainer

Senior reviewers

Abbreviation: FORT‐CAST, frame‐of‐reference training for content analysis with structured teams.
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4 | CONCLUSION

The use of open‐ended questions to explore complex phenomena in

a variety of settings is on the rise, yet the textual responses to these

questions are rarely analyzed using standard qualitative methods

(Gilles et al., 2017; Stoneman et al., 2013). The FORT‐CAST

framework serves as a feasible approach to accomplish the manual

analysis of moderately large data sets of responses to open‐ended

questions and could be easily applied in complex circumstances that

warrant timely research. Involving multidisciplinary coders in the data

analysis process proves valuable in gaining unique insights that help

further refine codes and abstracted themes. Though the FORT‐CAST

framework aligns with the defined phases of qualitative content

analysis (preparation, organization, reporting), experts express cau-

tion in the ability of open‐ended questions to provide robust

qualitative insights. Careful consideration should be given to the

conceptualization of a study, ensuring the analysis of data occurs in

tandem with a primary survey, the research question is focused and

appropriate, and data analysis procedures offer robust insights to the

phenomenon of interest (LaDonna et al., 2018).
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