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Abstract: Uncertainties abound within a supply chain and have big impacts on its performance. We propose an integrated model
for a three-tiered supply chain network with one supplier, one or more facilities and retailers. This model takes into consideration
the unreliable aspects of a supply chain. The properties of the optimal solution to the model are analyzed to reveal the impacts of
supply uncertainty on supply chain design decisions. We also propose a general solution algorithm for this model. Computational
experience is presented and discussed. © 2007 Wiley Periodicals, Inc. Naval Research Logistics 54: 829–844, 2007

Keywords: supply chain design; disruption; nonlinear optimization

1. INTRODUCTION

A supply chain network is a complex system where many
uncertainties exist, such as customer demands, yields of the
suppliers, and defect rates of the products. Since most sup-
ply chain design decisions (for example, facility location)
are very expensive to change, it is not reasonable to use
deterministic parameters to describe these uncertainties when
designing a supply chain.

In this article, we study a supply chain design problem with
multiple retailers and unreliable supply. Our model builds
upon recent developments of integrated supply chain design
models that simultaneously consider location, shipment, and
inventory decisions in the same model [7,17,19], while taking
into consideration the unreliable nature of the supply side.

Specifically, we consider the following multiperiod prob-
lem: in each period, multiple retailers order a specific product
from a supplier, and the supplier ships the product to some
intermediate facilities selected from a set of candidate loca-
tions. Each retailer can be served by more than one facility
(see Fig. 1). Because of the benefit of economies of scale
in transportation associated with bulk shipments from the
supplier to the facilities, some amount of inventory may
be kept at these facilities. Furthermore, some assembly and
packaging activities may be performed at these facilities to
satisfy orders from different retailers. However, the amount
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of final product delivered on time to a retailer may not be
exactly the amount requested. This is because of the quality
issues resulting from different production/assembly capabili-
ties in different facilities, mistakes made during the assembly/
packaging operations, and damages caused by loading and
transportation. Most research in the supply chain design lit-
erature ignores this portion of loss, or simply uses a constant
parameter instead of a random variable to model it. We model
the amount of goods delivered from a facility to a retailer
using the product of the order quantity from the retailer and
a random variable associated with the facility, which we call
the reliability coefficient. This method is prevalent in the ran-
dom yield literature (see [2] for an example). We assume that
the supplier is perfectly reliable (100% reliable) to simplify
the problem. We show in the conclusion of this article that the
problem with unreliable suppliers can be treated in a similar
manner.

The retailers sell the product at different prices, and the
objective of our model is to maximize the expected annual
profit for the whole supply chain. We want to point out that
minimizing total cost has been the primitive objective in most
of the supply chain network design models. These models
typically require that every potential demand has to be satis-
fied. However, for a profit-maximizing business, it may not
always be optimal to satisfy all potential demands, especially
if the additional cost is higher than the additional revenue
associated with servicing some customers. In our setting, we
may not want to satisfy some retailer’s demand if the facilities
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Figure 1. The three-tiered supply chain studied in the article.

that may serve this retailer either have very low reliability
coefficients or very high shipping costs to the retailer. Most
supply chain related costs, such as transportation and inven-
tory costs of an item depend on total demand volume, and
no clear method exists for determining a customer’s prof-
itability a priori, based solely on the characteristics of this
customer. To address this problem, we formulate a model that
takes the unreliability issue into consideration when answer-
ing the following questions: To maximize the total expected
profit, (1) how many and which facilities should be opened
from the candidate set? (2) how should retailers be served
by open facilities? (3) what is the inventory policy at each
open facility? Note that the facilities are heterogenous. For
instance, one type of facility has very high reliability coef-
ficient, but the related costs (setup cost, transportation cost)
are high too; another type of facility has low reliability coef-
ficient, but the related costs are low. Which type of facility
is preferred? Our model can be used to answer such kinds of
questions. Specifically, we study the impacts of reliability and
cost factor on the optimal retailer assignments in Sections 4
and 6.

Another contribution of this article is the development of an
efficient solution algorithm for a nonlinear optimization prob-
lem. Although this problem arises from the subproblem of our
integrated supply chain design model, the proposed algorithm
can be applied to a family of nonlinear optimization problems
in which the objective function to be minimized can be written
as the difference between two increasing and differentiable
functions of the decision variables. The convergence of the
algorithm is also proved.

The rest of this article is organized as follows. In Section 2,
we review the related literature. Then in Section 3 we pro-
pose an integrated supply chain design model considering
unreliable supply. We analyze the properties of the opti-
mal solution of this model in Section 4, develop a solu-
tion algorithm for the model in Section 5, and conduct

numerical studies in Section 6. We conclude the article in
Section 7. The proofs for this article can be found in the
Appendix.

2. LITERATURE REVIEW

The study by Parlar and Berkin [12] is among the earliest
works that incorporate supply disruptions into the classi-
cal inventory models. They analyze the supply uncertainty
problem for a class of EOQ models, where the supply is
available only during an interval of random length, and then
unavailable for another interval of random length. By using
the renewal reward theorem, they construct an average cost
objective function and find the optimal value of the order
quantity. Their work is based on two main assumptions. First,
at any time, the decision maker knows the availability status
of the product; second, the retailer follows a zero-inventory
ordering policy. Their cost function is shown to be incorrect
in two respects by Berk and Arreola-Risa [1], who propose a
corrected cost function.

Snyder [20] develops a simple but tight approximation for
the model introduced by Berk and Arreola-Risa [1], whose
cost function cannot be minimized in closed form, and has not
been proven to be convex. Snyder shows in his work that his
approximate cost function not only is convex but also yields
a closed-form solution and behaves similarly to the classical
EOQ cost function.

Parlar and Perry [13] relax the two assumptions made in
[12]. First, their model can deal with the case where the deci-
sion maker is not aware of the ON–OFF status of the supply,
and is assumed to identify the state if and only if an order is
placed. Second, instead of a zero-inventory-ordering policy,
the model has the reorder point as one of the decision vari-
ables. They consider both deterministic and random yields of
the supplier.

Besides the uncertainty of supply, Gupta [9] assumes that
the unit demands are generated according to a Poisson process
and the shortages result in lost sales. A more general model
is studied by Parlar [14], where the lead time is assumed to
be stochastic.

The above works assume there is only one supplier. Tomlin
[23] presents a dual-sourcing model in which orders may be
placed with either a cheap but unreliable supplier or an expen-
sive but reliable supplier. In this work, he also generalizes the
stochastic recovery process of the supplier to be any member
of the decreasing mean residual life family, instead of the
exponential or constant assumption frequently made. Sheffi
[15] also discusses a dual-sourcing problem. lie only presents
a small illustrative example, while no analytical formulation
is provided.

More generally, Dada et al. [6] consider a newsvendor
problem in which the retailer is served by multiple suppliers,
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and any given supplier may be unreliable. They develop a
modeling framework in which the newsvendor can diver-
sify the risk of inadequate delivery amounts by spreading
orders among any number and combination of available
suppliers who differ in terms of cost and reliability. Then,
they establish properties of the optimal solution and obtain
corresponding insights into the tradeoff between cost and
reliability.

All the above papers only consider problems in which
there is one retailer. In recent years, the integrated sup-
ply chain design problem with multiple retailers is being
widely studied. Erlebacher and Meller [8] formulate a highly
nonlinear integer location/inventory model. They attack the
problem by using a continuous approximation as well as
a number of construction and bounding heuristics. Com-
putation times on a 600 node problem using an exchange
heuristic averaged 117 h on a Sun Ultra Sparcstation. Shen
[16], Shen et al. [17], and Daskin et al. [7] study the joint
location/inventory model in which location, shipment, and
nonlinear safety stock inventory costs are included in the
same model. They develop an integrated approach to deter-
mine the number of DCs to establish, the location of the
DCs, and the magnitude of inventory to maintain at each cen-
ter. Shen et al. [17] use column generation whereas Daskin
et al. [7] apply Lagrangian relaxation to solve this problem.
They use a low-order polynomial algorithm for the nonlin-
ear integer programming subproblem that must be solved
in either of the two approaches. Instead of using the more
complex routing costs, they assume linear direct shipment
costs from a DC to the customers it serves. They also assume
that the variance of demand of customer i, σ 2

i , is propor-
tional to the mean demand of customer i, µi , and that the
proportionality constant is the same for each customer i. In
other words, they assume µi = γ σ 2

i ∀i ∈ I . This allows
them to reduce the number of nonlinear terms in the objec-
tive function from two to one. Recently, Shu et al. [19]
extended the above works by relaxing this assumption on
demand.

On the basis of these works, we consider an integrated
supply chain design problem with unreliable supply. The fol-
lowing are some recent works on supply chain design with
unreliable supply.

Snyder and Daskin [21] consider facility location models
where some facilities will fail with a given probability. They
present two reliability models that are based on the classical
P-median problem and the uncapacitated fixed-charge loca-
tion problem, respectively, for choosing facility locations to
minimize cost. The expected increase in transportation cost
after failures of facilities is also considered. They do not
consider inventory cost.

Snyder et al. [22] design a scenario-based integrated supply
chain design model in which they describe uncertainties by
different scenarios. However, using a scenario-based model

will possibly limit the size of the problem that they can
solve, since the amount of decision variables in the problem
increases as the number of scenarios increases.

Vidal and Goetschalckx [24] give a qualitative discussion
of global supply chain design with a very general large-scale
MIP that incorporates the reliability of suppliers into the
constraints. They also analyze the effects of some uncertain
factors through sensitivity analysis.

Bundschuh et al. [3] study a model for a multistage supply
chain network, where each node in the network is the sup-
plier of the nodes in the next stage. They also consider the
reliability of suppliers by adding constraints to the model.
They use the idea of redundancy to increase the robust-
ness of the network. One disadvantage associated with [3]
is the use of fixed constants to represent the reliability of
suppliers.

More recently, Chopra et al. [5] study sourcing strategies
when both ongoing supply uncertainty (caused by machine
reliability and congestion of orders, etc.) and the disrup-
tion of supply (caused by low likelihood events such as
natural disasters) are considered. By studying two single-
period models, they conclude that bundling disruption and
ongoing supply uncertainty into a single measure results in
higher inventory than optimal, higher supply chain costs
than optimal, and an underutilization of reliable supply
sources.

As mentioned in the introduction section, the unrelia-
bility of facilities in our problem is treated by a similar
method used in many random yield problems. For a com-
prehensive review of the random yield literature, we refer
the readers to Yano and Lee [25]. This line of research
typically involves the production plant only or a two-
tiered supply chain. We study the impact of yield uncer-
tainty/product defects in a three-echelon supply chain in this
article.

3. MODEL FORMULATION

In our model, we consider facility location costs and inven-
tory costs at facilities, as well as the penalty costs and trans-
portation costs associated with retailers. The retail price of
the product at each retailer is given, and each retailer’s inven-
tory problem is modeled as a classic newsvendor problem.
The objective of our model is to maximize the expected
annual profit. We use the following notation throughout the
paper:

Parameters

• I : the index set of all retailers, and |I | = n

• J : the index set of all facility candidates, and |J | = m

• c: purchasing price from the supplier per unit of
product

Naval Research Logistics DOI 10.1002/nav
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• χ : number of ordering periods per year (for retailers).
We assume that the durations of all ordering periods
at retailers are equal.

For each facility candidate at location j ∈ J (facility j)

• fj : yearly location cost for facility j

• Rj : the reliability coefficient associated with facility
j , which is a random variable between 0 and 1. We
define θj = E(Rj ) and τ 2

j = V ar(Rj ).
• Fj : fixed cost (such as administrative and handling

costs) of placing an order at facility j

• gj : fixed transportation cost per shipment from the
supplier to facility j

• aj : unit shipment cost from the supplier to facility j

• hj : yearly holding cost at facility j per unit of product
• Nj : number of shipments per year from the sup-

plier to facility j . We assume that χ is dividable
by Nj .

For each retailer i ∈ I

• Di : demand on retailer i in one ordering period, which
is a random variable. We assume it follows a normal
distribution N(µi , σ 2

i ), and is mutually independent
over different periods

• pi : retail price at retailer i per unit of product
• πi : penalty cost of lost goodwill at retailer i per unit

of product
• vi : salvage value at retailer i per unit of product
• dij : delivery cost from facility j ∈ J to retailer i per

unit of product

Decision variables

• Xj :

{
1 facility j ∈ J is open
0 otherwise

• Qij : order quantity at facility j ∈ J from retailer
i ∈ I in each ordering period (We assume that the
order quantity from retailer i to facility j is the same
in each period.)

We use X to denote the 1 × m matrix (Xj , j ∈ J ),
Q to denote the n × m matrix (Qij , i ∈ I , j ∈ J ), and
Sij (Qij , Rj) to represent the actual quantity retailer i receives
from facility j in each ordering period if retailer i orders Qij

from facility j , and the reliability coefficient associated with
facility j is Rj . According to the discussion in Section 1,
Sij (Qij , Rj) = Rj · Qij .

3.1. Working Inventory Cost at Facility j ∈ J

We assume that facility j determines its order size from
the supplier using an EOQ-like inventory policy illustrated

Figure 2. The inventory management policy at facility j .

in Fig. 2. It, differs from the EOQ model since the demand
facility j faces only arrives at the beginning of each ordering
period, and therefore, the demand comes in batches peri-
odically instead of smooth and continuous arrivals. Since
the supplier is perfectly reliable in our problem, facilities
will always receive the exact amount they order. Hence,
the frequency of shipments (Nj per year) and the size of
one shipment from the supplier to facility j are determined
by the order quantity assigned to facility j . According to
our assumption that χ is dividable by Nj , the duration
between two consecutive shipments from the supplier to
facility j(1/Nj ) is a multiple of the ordering cycle length
at retailers (1/χ). It is easy to see that the average size of a
shipment from the supplier to facility j is χ

∑
i∈I Qij /Nj .

We assume that defective and damaged products caused dur-
ing packaging/assembly operations and storage at facilities
are identified by the quality inspection right before delivery
to the retailers, so it is easy to see from Fig. 2 that the average

inventory level at facility j is

(
χ

Nj
+1

2

)∑
i∈I Qij , which is

based on the amount ordered instead of the amount actually
delivered to the retailers (each facility takes the responsibility
of the product loss that occurs within it). Thus, the cost of

holding inventory at facility j is hj

(
χ

Nj
+1

2

)∑
i∈I Qij . With

the widely used linear delivery cost assumption, the deliv-
ery cost from the supplier to facility j can be represented as
gj + ajχ

∑
i∈I Qij /Nj , then the annual working inventory

cost at facility j ∈ J is FjNj +(gj +ajχ
∑

i∈I Qij /Nj )Nj +
hj (

x
Nj

+ 1)
∑

i∈I Qij /2 = (Fj + gj )Nj + hj χ

2Nj

∑
i∈I Qij +

(ajχ + hj/2)
∑

i∈I Qij .
It is easy to show that the optimal value of

Nj that minimizes the annual working inventory cost
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at facility j is
√

hjχ
∑

i∈I Qij /(2(Fj + gj )). Hence,
the corresponding total optimal annual working inven-
tory cost at facility j can be expressed as (ajχ +
hj/2)

∑
i∈I Qij + √

2hj (Fj + gj )χ
∑

i∈I Qij . We define
Kj = √

2hj (Fj + gj )χ to simplify the notation as (ajχ +
hj/2)

∑
i∈I Qij + Kj

√∑
i∈I Qij .

3.2. Profit at Retailer i ∈ I

Each retailer can place orders to several open facilities,
some or all of which may be unreliable. Recall in this paper
we use Sij (Qij , Rj) = Rj · Qij to represent the actual quan-
tity retailer i receives from facility j in each ordering period
if the order quantity from retailer i to facility j is Qij , and
the reliability coefficient associated with facility j is Rj .
With the assumptions that all excess stock is salvaged at
the end of each ordering period, and inventory shortages
result in lost sales, we model retailer i’s (i ∈ I ) inven-
tory problem as a newsvendor problem, as proposed in Dada
et al. [6]:

Maximize Ti(Q) ≡ E

{
piDi + vi

[∑
j∈J

Sij (Qij , Rj)−Di

]+

− (pi + πi)

[
Di −

∑
j∈J

Sij (Qij , Rj)

]+

−
∑
j∈J

dijSij (Qij , Rj)

}

s.t. Qij ≥ 0 j ∈ J

Similar to the objective function in the classic newsvendor
problem, Ti(Q)(i ∈ I ) represents the expected profit earned
at retailer i in each ordering period.

3.3. Integrated Model

Based on the discussions in Sections 3.1 and 3.2, we
formulate our problem as:

PROBLEM P:

Maximize −
∑
j∈J

{
fjXj + cχ

∑
i∈I

Qij

+
(

(ajχ + hj/2)
∑
i∈I

Qij + Kj

√∑
i∈I

Qij

)}

+ χ
∑
i∈I

Ti(Q)

= φ(Q) −
∑
j∈J

fjXj

s.t. 1 − e−βQij ≤ Xj

i ∈ I , j ∈ J , β is a positive constant (1)

Qij ≥ 0 i ∈ I , j ∈ J (2)

Xj ∈ {0, 1} j ∈ J (3)

where

φ(Q) ≡ −
∑
j∈J

{
[(c + aj )χ + hj/2]

∑
i∈I

Qij

+ kj

√∑
i∈I

Qij


 + χ

∑
i∈I

Ti(Q).

The objective of Problem P is to maximize the expected
annual profit of the entire system including all facilities and
retailers. In the objective function, the first term represents
the facility location cost for opening facilities and the sec-
ond term is the annual purchasing cost from the supplier. The
third term represents the working inventory cost associated
with each facility, and the last term is the profit earned at
retailers.

The first constraint stipulates that retailers can only order
from open facilities. We use an exponential function to for-
mulate this restriction, which is a novel “trick” in this article,
instead of any other commonly used method such as the
big-M method, because we want to utilize the quick con-
vergence property of the exponential function. The positive
constant β in constraint (1) is used to expedite the conver-
gence. Please refer to the remarks right after Theorem 2 for
details.

We use (X∗, Q∗) to denote an optimal solution to Problem
P. Since Problem P is a highly nonlinear and mixed-integer
optimization problem, with the objective function neither
convex nor concave, it, is very difficult to solve directly by
any standard algorithm. We study the relationship between
Problem P and its Lagrangian Dual problem in Sections 3.4
and 3.5, then propose an algorithm to solve Problem P in
Section 5.

3.4. Lagrangian Relaxation Model

By relaxing constraint (1), we derive the Lagrangian
relaxation problem of Problem P:

PROBLEM LR:

z(λ) = Maximize φ(Q) −
∑
j∈J

fjXj

+
∑
j∈J

∑
i∈I

λij {Xj − 1 + e−βQij }

Naval Research Logistics DOI 10.1002/nav
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s.t. Qij ≥ 0 i ∈ I , j ∈ J (4)

Xj ∈ {0, 1} j ∈ J (5)

We use λ to denote the n × m matrix (λij , i ∈ I , j ∈ J )

(where λij ≥ 0), and rewrite the objective function of
Problem LR as −∑

j∈J (fj − ∑
i∈I λij )Xj + φ(Q) +∑

j∈J

∑
i∈I λij (e

−βQij − 1), which we use L(λ, X, Q) to
denote. It is well known that z(λ) provides an upper bound
for the optimal objective value of Problem P, which is
φ(Q∗) − ∑

j∈J fjX
∗
j . This is easy to show by observing

that

z(λ) ≥ L(λ, X∗, Q∗) ≥ φ(Q∗) −
∑
j∈J

fjX
∗
j .

The first inequality follows from the definition of z(λ), and
the second inequality follows from the facts that λij ≥ 0 and
1 − e−βQ∗

ij ≤ X∗
j for any i ∈ I and j ∈ J .

Since X and Q are independent in Problem LR, we can
determine the optimal solutions for X and Q separately. Since
Xj ∈ {0, 1}, ∀j ∈ J , its optimal solution can be directly deter-
mined by its corresponding coefficient, −fj + ∑

i∈I λij . If
the coefficient of Xj is positive, then Xj = 1; if it is neg-
ative, Xj = 0. If the coefficient of Xj is equal to 0, then
Xj can be either 0 or 1. In this case, we restrict Xj = 0
when Qij = 0, ∀i ∈ I , and Xj = 1 otherwise. We pro-
pose an algorithm to search the optimal Q of Problem LR in
Section 5.

3.5. Connection between Problem P and Problem LR

We use Problem DP to denote the Lagrangian dual problem
of Problem P, that is,

Problem DP : {Minimize z(λ), s.t. λij ≥ 0 i ∈ I , j ∈ J }

The Lagrangian dual problem DP, which has a convex objec-
tive function ofλ, can be solved by the Subgradient Algorithm
(SA). For more details on SA, please refer to [18].

Define λt as the λ value in the t-th iteration of SA. Let
λ1 = 0, and (Xt , Qt ) be the corresponding optimal solution
of Problem LR in the t-th iteration of SA. Define the rule of
SA to be:

λt+1
ij = [

λt
ij + bt

ij

(
1 − e−βQt

ij − Xt
j

)]+
for t ≥ 1 (6)

where bt
ij is a function of t and bt

ij > 0, limt→∞ bt
ij = 0 and∑∞

t=1 bt
ij = ∞.

Shor [18] shows that with the above rule, limt→∞ λt is
finite. We define λ∗ = limt→∞ λt and use (XL, QL) to denote
the optimal solution to Problem LR when λ = λ∗.

REMARK: Although when bt
ij > 0, limt→∞ bt

ij = 0 and∑∞
t=1 bt

ij = ∞, SA is guaranteed to converge, it may con-
verge very slowly under this condition. As a result, we only
use this rule when we analyze model properties in Sections 3
and 4. We use a heuristic version of SA to obtain close-to-
optimal solutions faster when we design the actual algorithm
for computational experiments (please refer to Table 1 in
Section 6).

The following two lemmas reveal some useful properties
of (XL, QL).

LEMMA 1: limt→∞ Qt = QL.

LEMMA 2: For any pair of i ∈ I and j ∈ J , XL
J = 1 and

QL
ij = 0 can be true only when λ∗

ij = 0.

We now establish the relationship between (XL, QL) and
Problem P.

THEOREM 1: (XL, QL) is a feasible solution to Problem P.

The values of λ∗, XL, and QL, and hence z(λ∗), the optimal
objective value of Problem DP, and φ( QL) − ∑

j∈J fjX
L
j ,

the objective value of Problem P when X = XL and Q =
QL, depend on the value of β in constraint (1). Theorem
2 illustrates the relationship between them and the value
of β.

THEOREM 2: The larger the value of β in con-
straint (1) is, the smaller the value of z(λ∗) − (φ(QL) −∑

j∈J fjX
L
j ). Specifically, when β → ∞, z(λ∗)− (φ(QL)−∑

j∈J fjX
L
j = 0, and (XL, QL) = (X∗, Q∗).

REMARKS:

1. From Case 4 in the proof of Theorem 2, we see
the advantage of the exponential function in con-
straint (1). It makes XL

j − 1 + e−βQL
ij close to 0,

which is not possible with the big-M method.
2. Theorem 2 shows that we can obtain the prop-

erties of (X∗, Q∗) by studying the properties of
(XL, QL) wnen β → ∞. For numerical experi-
ments, we can simply set β big enough to make
z(λ∗)− (φ( QL)−∑

j∈J fjX
L
j ) small enough, so

that (XL, QL) is still a “good” approximation to
(X∗, Q∗) (we show (XL, QL) is a feasible solution
to Problem P in Theorem 1).
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4. PROPERTIES OF THE OPTIMAL SOLUTION
TO PROBLEM P

Theorem 2 shows that when β → ∞, ( XL, QL) =
(X∗, Q∗). Thus, to reveal properties of (X∗, Q∗), we set
β → ∞ and study ( XL, QL).

PROPERTY 1: For any facility j ∈ J and retailer i ∈ I ,
if dij ≥ (pi + πi) − c+aj

θj
− hj

2χθj
, then retailer i will not be

served by facility j in the optimal solution to Problem P.

Property 1 can also be informally justified as follows:
If the unit profit for facility j to serve retailer i, which is
pi −dij − c+aj

θj
− hj

2χθj
(retail price–shipment cost–purchasing

cost–inventory holding cost), is no larger than −πi , the unit
profit when retailer i is not served by any facility, then it is
obvious that we should not use facility j to serve retailer i.
Hence, if dij ≥ (pi +πi)− c+aj

θj
− hj

2χθj
, retailer i will not be

served by facility j .
Please refer to Fig. 3 for an illustration of Property 1. Facil-

ity j can serve retailer i only if (dij , θj ) is within the shaded
region in Fig. 3.

Property 1 yields the following conclusions (please refer
to Fig. 3):

• Whether facility j will serve retailer i or not depends
on both the unit transportation cost from facility j and
reliability factor of facility j . A retailer is more likely
to be assigned to a facility with cheaper shipment cost
and bigger reliability factor.

• Facility j will not be opened if its reliability is too low,
or its unit transportation cost is too high. Specifically,
if facility j satisfies dij ≥ (pi + πi) − c+aj

θj
− hj

2χθj
,

for all i ∈ I , then it will not be opened in the optimal
solution to Problem P, i.e. X∗

j = 0 or XL
j = 0 when

β → ∞.

Figure 3. Unit transportation cost versus reliability.

We also discover the following property about a retailer’s
order fulfillment.

PROPERTY 2: If the optimal solution to Problem P sug-
gests that facility j serves retailer i, then the expected
percentage of the customer demand fulfilled at retailer i is

less than
−(c+aj )− hj

2χ
+(pi+πi−dij )θj

(pi+πi−vi )θj
.

It follows from Property 2 that the expected percentage of
the customer demand fulfilled at retailer i(i ∈ I ) will be no

more than maxj∈J

{
−(c+aj )− hj

2χ
+(pi+πi−dij )θj

(pi+πi−vi )θj

}
, and hence we

conclude that:

• A retailer with higher retail price and penalty cost is
more likely to be able to fulfill the customer demand
it faces.

• The expected percentage of the customer demand
fulfilled at a retailer is likely to be low, if
– facilities have low reliability, and
– the delivery cost to this retailer is high.

5. SOLUTION ALGORITHM

5.1. Basic Approach

Section 3 shows that in order to solve Problem P, we can
use the Subgradient Algorithm (SA) to solve Problem DP,
and then derive (XL, QL), which is a feasible solution to Prob-
lem P (Theorem 1). When β → ∞, (XL, QL) is an optimal
solution to Problem P, and for big enough β, ( XL, QL) can
provide a “good” approximation to (X∗, Q∗). In the t-th iter-
ation of SA, we need to find (Xt , Qt ), the optimal solution to
Problem LR when λ = λt , to determine the value of λt+1 by
(6). In Section 3.4, we have discussed how the optimal X to
Problem LR can be derived. In this section, we propose an
algorithm to find the optimal Q to Problem LR.

In Section 3, we show that Q and X are independent in
Problem LR. Thus to find the optimal Q to Problem LR,
we can focus on maximizing: φ(Q) +∑

j∈J

∑
i∈I λij e

−βQij .
Since

φ(Q) = −
∑
j∈J

{
[(c + aj )χ + hj/2]

∑
i∈I

Qij

+ Kj

√∑
i∈I

Qij


 + χ

∑
i∈I

Ti(Q)
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and

Ti(Q) = E


piDi + vi


∑

j∈J

RjQij − Di




+

− (pi + πi)


Di −

∑
j∈J

RjQij




+

−
∑
j∈J

dijRjQij




= E


(pi − vi)Di +

∑
j∈J

(vi − dij )RjQij − (pi + πi − vi)


Di −

∑
j∈J

RjQij




+


= E


(pi − vi)Di +

∑
j∈J

(pi + πi − dij )RjQij − (pi + πi − vi)


∑

j∈J

RjQij +

Di −

∑
j∈J

RjQij




+




= (pi − vi)µi +
∑
j∈J

(pi + πi − dij )θjQij − (pi + πi − vi)E



∑
j∈J

RjQij +

Di −

∑
j∈J

RjQij




+


the optimal Q to Problem LR in the t-th iteration of SA is
also an optimal solution to the following problem:

PROBLEM LR′:

Minimize − φ(Q) −
∑
j∈J

∑
i∈I

λt
ij e

−βQij + χ
∑
i∈I

(pi − vi)µi

=
∑
j∈J



∑
i∈I

{[c + aj − (pi + πi − dij )θj ]χ + hj/2}Qij + Kj

√∑
i∈I

Qij


 −

∑
j∈J

∑
i∈I

λt
ij e

−βQij

+ χ
∑
i∈I

(pi + πi − vi)E



∑
j∈J

RjQij +

Di −

∑
j∈J

RjQij




+
 (7)

s.t. Qij ≥ 0 i ∈ I , j ∈ J

We assume that c + aj + hj/2/χ + dij θj ≥ viθj for
all i ∈ I , j ∈ J . This is a reasonable assumption since
c > vi in most cases. With this assumption, it is easy to
see that Problem LR′ has a finite optimal solution. To find the

optimal Q to Problem LR, we can solve Problem LR′ instead,
which can be reformulated into the following problem by
introducing a new variable s:

Minimize s +
∑
j∈J

Kj

√∑
i∈I

Qij −
∑
j∈J

∑
i∈I

λt
ij e

−βQij

+ χ
∑
i∈I

(pi + πi − vi)E

{∑
j∈J

RjQij +
[
Di-

∑
j∈J

RjQij

]+}

s.t.
∑
j∈J

∑
i∈I

{[c + aj − (pi + πi − dij )θj ]χ + hj/2}Qij − s ≤ 0

Qij ≥ 0 i ∈ I , j ∈ J (8)
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The objective function of the above problem is an increas-
ing and differentiable function of Q. We assume that c +
aj − (pi + πi − dij )θj + hj/2/χ < 0 for all i ∈ I and
j ∈ J here, since if there is a pair of i ∈ I and j ∈ J

such that c + aj − (pi + πi − dij )θj + hj/2/χ ≥ 0, then
the optimal Qij must be zero based on Property 1, and
we can simply drop this Qij from the model. Therefore,∑

j∈J

∑
i∈I {[c + aj − (Pi + πi − dij )θj ]χ + hj/2}Qij is

a decreasing and differentiable function of Q. To make our
study more general, we generalize the above problem into the
following version:

Minimize G(Q, s)

s.t. H(Q) ≤ s

Qij ≥ 0 i ∈ I , j ∈ J

s ∈ R

where G(Q, s) is an increasing and differentiable function of
Q and s, and H(Q) is a decreasing and differentiable func-
tion of Q (in our case, H(Q) is linear). For any minimization
problem with only nonnegative constraints, such as Problem
LR′, if its objective function can be written as the difference
between two increasing functions, then this problem can be
transformed into the format of the above generalized prob-
lem by incorporating a new variable s as we do for Problem
LR′. We next propose an algorithm to solve this generalized
problem.

We use (QG, sG) to denote an optimal solution to the gen-
eralized problem. From Lemma 3, we know that the optimal
solution to the generalized problem is at the boundary of the
feasible region.

LEMMA 3: (QG, sG) satisfies sG = H(QG).

Since Problem LR′ has a finite solution, we only study the
generalized problem when QG

ij are finite for all i ∈ I , j ∈ J ,

and use Q̄ij to denote a big enough value that provides an
upper bound of QG

ij . Thus, the optimal solution to the gen-
eralized problem is within D ≡ {(Q, s) : s = H(Q), 0 ≤
Qij ≤ Q̄ij , ∀i ∈ I , j ∈ J }, which is apparently a subregion
of the feasible region of the generalized problem.

We define s̄ = H(Q̄). Corollary 1 provides a lower bound
to the objective value of the generalized problem.

COROLLARY 1: G(0, s̄) ≤ G(Q, s), ∀(Q, s) ∈ D.

When designing an algorithm to search for the global min-
imum of the generalized problem, we draw insights from
the bisection search algorithm and the Outer Approximation
algorithm [10, 11]. We later show that our algorithm is more
efficient than the Outer Approximation algorithm when being
applied to solve the generalized problem above.

The basic ideas of this algorithm are:

• Partition D, the region containing the optimal solution
to the generalized problem, into several subregions.
Find lower bounds for all such subregions, and put
them into a set, which is denoted by V . At the begin-
ning of the algorithm, V contains only one element
G(0, s̄).

• In each iteration of this algorithm, we remove the
smallest lower bound from the lower bound set. If
this lower bound is feasible to the generalized prob-
lem, then apparently it is also optimal. If the optimal
solution has not been reached, we partition the subre-
gion corresponding to this smallest lower bound into
two smaller subregions, find a lower bound for each of
them, and put new lower bounds into the lower bound
set. This procedure, according to Theorem 3 (pre-
sented in the later part of this section), is guaranteed
to converge to a global minimum.

5.2. A Special Case

Figure 4 illustrates the algorithm procedure under a special
case when the matrix Q only contains one element, i.e., the
problem only has two variables, Q and s. Based on Lemma
3, the optimal solution should be on the curve s = H(Q).
Furthermore, the bold solid curve is D. At the beginning
of the algorithm, (0, s̄) gives a lower bound to any feasible
solution on the bold solid curve according to Corollary 1. In
the first iteration of the algorithm, the initial lower bound is
dropped from the lower bound set, and the bold solid curve
is partitioned into two subregions by the point H 1, whose
coordinates are (Q̄/2, H(Q̄/2)). It follows from Lemma 4
that the corresponding lower bounds for these two subre-
gions are given by points w1

1(0, H(Q̄/2)) and w1
2(Q̄/2, s̄) in

Figure 4. Illustration of the algorithm when there is only one
element within the matrix Q.
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the figure. Therefore, after the first iteration, the lower bound
set contains lower bounds given by w1

1 and w1
2, and both

lower bounds are bigger than the initial lower bound G(0, s̄)
since G(Q, s) is an increasing function of both Q and s. In the
case illustrated in Fig. 4, we suppose that G(w1

2) ≤ G(w1
1).

In the second iteration of the algorithm, we drop the cur-
rent lower bound provided by w1

2 from the lower bound set,
partition the feasible subregion to the right of w1

2 into two

subregions using point H 2
(

3Q̄

4 , H
(

3Q̄

4

))
, and find the cor-

responding lower bounds given by w2
1 and w2

2. Again, these
new lower bounds are larger than the dropped lower bound
G(w1

2). Thus, after the second iteration, the lower bound set
contains lower bounds given by w1

1, w2
1, and w2

2. In the third
iteration, we choose from w1

1, w2
1, and w2

2 whose G(•) value
is the smallest. This value provides a lower bound for any
feasible solution on the bold solid curve. We further partition
its related feasible subregion into two smaller subregions, and
repeat the above procedure till the stopping condition in the
algorithm is satisfied.

On the other hand, in each iteration of the algorithm, we
update the best existing feasible solution using the following
procedure: for each subregion we are working on to derive
a lower bound, take the middle point of the corresponding
subregion as the best existing feasible solution if its objec-
tive value is smaller than the current best existing feasible
solution. Apparently, the best existing feasible solution gives
an upper bound to the optimal objective value of the general-
ized problem. We stop the algorithm if the best lower bound
is close enough to the best existing feasible solution.

5.3. The General Case

Now let us see the general case when Q is a general matrix.
The following Lemma suggests an efficient way to solve the
general case.

LEMMA 4: For any subregion of D with the format of
{(s, Q) : s = H(Q), L ≤ Q ≤ U}, where L and U are
given vectors that provide the boundary of this subregion,
(L, H(U)) gives a lower bound to the objective value of any
feasible solution in this subregion.

Based on Lemma 4, we propose the following steps to
solve the general problem. (Superscript numbers represent
the iterations, and subscript numbers are used to denote the
resulted partitions.)

At the beginning of the algorithm, V contains one ele-
ment, G(0, s̄). In the first iteration, i = 1, and j = 1.
We drop G(0, s̄) from V , and partition D into two subre-
gions, D1

1 = {(s, Q) : (s, Q) ∈ D, Qij ≤ Q̄ij /2} and
D1

2 = {(s, Q) : (s, Q) ∈ D, Q̄ij /2 < Qij }. It is easy
to verify that D1

1 and D1
2 can be written in the format of

{(s, Q) : s = H( Q), L ≤ Q ≤ U}. Based on Lemma 4,

we can easily find a lower bound for each of these subre-
gions. We use w1

1 and w1
2 to denote the points that provide

the lower bounds for solutions on D1
1 and D1

2, respectively,
and put G(w1

1) and G(w1
2) into V. Without loss of generality,

we assume G(w1
1) ≥ G(w1

2).
In the second iteration, i = 1, j = 2. We drop the

smallest lower bound G(w1
2) from V , whose correspond-

ing subregion is D1
2. Since D1

2 can be written in the for-
mat of {(s, Q) : s = H( Q), L ≤ Q ≤ U}, we use
Lij and Uij to denote its lower bound and upper bound
with respect to Qij , and partition it into two subregions,
D2

1 = {(s, Q) : (s, Q) ∈ D1
2, Qij ≤ (Lij + Uij )/2} and

D2
2 = {(s, Q) : (s, Q) ∈ D1

2, (Lij + Uij )/2 < Qij }. Again,
it is easy to verify that D2

1 and D2
2 are subregions of D with

the format of {(s, Q) : s = H(Q), L ≤ Q ≤ U}, and we
can easily find a lower bound for each of these subregions.
We use w2

1 and w2
2 to denote the points giving the lower

bounds for solutions on D2
1 and D2

2, respectively. We put
G(w2

1) and G(w2
2) into V . Therefore, after the second itera-

tion, there are three elements in V , which are G(w1
1), G(w2

1),
and G(w2

2).
In the third iteration, i = 1, j = 3. We choose the smallest

one from G(w1
1), G(w2

1), and G(w2
2). This value provides

a lower bound for any feasible solution on D. We further
drop it from V and partition its related subregion into two
smaller subregions, and repeat the above procedure until the
best lower bound is close enough to the best existing feasible
solution. We may reset i = 1 and j = 1, and repeat the above
process if the best lower bound after i = n and j = m is not
good enough.

An important advantage shown in Lemma 4 is that the
lower bound of each subregion of D can be immediately
identified, while most Outer Approximation algorithms are
exponential-time algorithms with respect to the dimensions
of the problem when searching for lower bounds.

5.4. The Convergence Result

We use Gk to represent the smallest lower bound in the
lower bound set after iteration k. From the above procedure,
it is very easy to verify the following corollary.

COROLLARY 2: a. Gk ≤ Gk+1; b. If the solution cor-
responding to Gk is a feasible solution to the generalized
problem, then Gk is a global minimum; otherwise, Gk is less
than the lower bounds generated in iteration k + 1.

We now show the convergence result of the algorithm.

THEOREM 3: The sequence of {Gk}, k = 1, 2, 3, . . ., is
guaranteed to converge to a global minimum.

It is possible that as we continue the algorithm, D, the
region containing the optimal solution to the generalized
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problem, may be partitioned into numerous subregions, and
the size of the lower bound set may explode. To deal
with this problem, we check all newly generated subre-
gions in each iteration of the above algorithm, and elimi-
nate some subregions that do not contain the optimal solu-
tions. Specifically, for some i, i ′ ∈ I , and j , j ′ ∈ J , if
all solutions in a given newly generated subregion satisfy{

∂
∂Qij

G(Q, H(Q)) − ∂
∂Qi′j ′ G( Q, H(Q))

}
< 0, and this sub-

region’s upper bound in direction Qij is less than its lower
bound in direction Qi ′j ′ , we can drop this newly gener-
ated subregion within which no solution could be optimal
according to the following property.

PROPERTY 3: In the generalized problem, for i, i ′ ∈ I ,
and j , j ′ ∈ J , if QG

ij < QG
i ′j ′ , then{

∂

∂Qij

G(Q, H(Q)) − ∂

∂Qi ′j ′
G(Q, H( Q))

}∣∣∣∣
Q=QG

≥ 0.

6. COMPUTATIONAL EXPERIMENTS

In our computational experiments, we assume that
Rj ∼ N(θj , τ 2

j ), j ∈ J , and hence Sij (Qij , Rj) = Rj ·Qij ∼
N(Qij θj , Q2

ij τ
2
j ).

6.1. Data Sets Used in the Experiments

All computational results reported in this section are based
on four different types of data sets, with sizes m = 6, n = 14;
m = 10, n = 40; m = 20, n = 40; and m = 20, n = 80,
respectively. Though most data in these data sets are ran-
domly generated, we try to make the intervals from which we
draw data as reasonable as possible, so that the data randomly
drawn from these intervals are consistent with reality.

The locations of the retailers and the facility candidates are
uniformly generated within a 1000 × 1000 region, and the
values of all the other parameters are generated as follows:

• c = 5;
• χ = 52;
• Lj = 4;
• dij : 0.02× (Euclidean) distance between facility j

and retailer i;
• Parameters in the following table are uniformly drawn

from the specified intervals:

Computational results are presented and discussed in the
remaining part of this section. The algorithm is coded in C++,
and all computational times are obtained on a DELL PC with
a P4 2.8 GHz CPU running Windows XP.

6.2. Performance of the Algorithm

The parameter set for SA used in our computational exper-
iments is shown in Table 1. In the t-th iteration of SA, we
derive the optimal Xt to Problem LR using the method intro-
duced in Section 3.4, and search for Qt using the algorithm
proposed in Section 5. We set X̂

t

j = 1 if Qt
ij > 0 (∃i ∈ I ),

otherwise, X̂t
j = Xt

j . It is easy to see that (X̂
t
, Qt ) is a fea-

sible solution to Problem P, and hence φ( Qt ) −∑
j∈J fj X̂

t
j

provides a lower bound to the optimal objective value of
Problem P. On the other hand, as we defined in Section 3.4,
L(λ, X, Q) is the objective function of Problem LR, which
is the Lagrangian relaxation problem of Problem P. There-
fore, L(λt , Xt , Qt ) provides an upper bound to the objective
value of Problem P. We stop SA when the difference between
L(λt , Xt , Qt ) and φ(Qt )−∑

j∈J fj X̂
t
j is small enough (please

refer to the stopping condition in Table 1), and use (X̂
t
, Qt ) to

estimate the optimal solution to Problem P. From the stopping

condition we are using,
L(λt , Xt ,Qt )−(φ(Qt )−∑

j∈J fj X̂
t
j )

φ(Qt )−∑
j∈J fj X̂

t
j

< 0.005,

we see if SA stops, current (X̂
t
, Qt ) is a “good” solution to

Problem P.
When β is small, the stopping condition in Table 1 some-

times may never be satisfied. We have to increase the value
of β gradually in this case based on Theorem 2. According
to our computational experiments, when β ≥ 1, the stop-
ping condition in Table 1 will eventually be satisfied in most
cases.

Table 2 shows the average CPU times for solving problems
with different sizes. Each CPU time is measured according
to the stopping condition given in Table 1, and every average
time reported is obtained from 10 runs. As we will discuss
in Section 6.4, the value of β has an impact on the perfor-
mance of the algorithm. Hence, when we study the average

Table 1. Parameters for the subgradient algorithm.

Parameter Value

Initial λi 0
Initial value of scalar v 1.45
Number of iterations 4

before halving v

bt
ij in (6)

v
{
L(λt , Xt ,Qt )−

(
φ( Qt )−∑

j∈J fj Xt
j

)}
∥∥1−Xt

j
−e

−βQt
ij
∥∥2

Condition to stop SA
L(λt ,Xt ,Qt )−

(
φ(Qt )−∑

j∈J fj X̂t
j

)
φ(Qt )−∑

j∈J fj X̂t
j

< 0.005
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Table 2. Average computational times for problems with different
sizes when β = 2.

Problem size Average CPU time (s)

m = 6, n = 14 125.464
m = 10, n = 40 286.554
m = 20, n = 40 473.418
m = 10, n = 80 586.916

CPU time of our program, we always fix β = 2, which is
a good choice according to our computational experiments.
Properties 1 and 3 derived in this article are applied in our
program to make it more efficient.

6.3. Impacts of the Reliability of Facilities and
Transportation Costs on the Optimal Solution

In this section, we numerically study the impacts of the
reliability of facilities and transportation costs on the optimal
decisions.

We first use a data set with m = 20 and n = 80 to study
the impacts of the reliability of facilities and transportation
costs on the optimal retailer assignment decisions. We pick
facility ĵ , who has the largest mean value of reliability coef-
ficient among all facilities in the data set, and vary the values
of θĵ and diĵ as shown in Table 3. Table 3 shows the optimal

retailer assignments to facility ĵ as well as the order quantity
assigned to it in each period as θĵ and diĵ vary.

From Table 3 we observe that if a facility candidate
reduces its transportation cost or increases its reliability,
more retailers will be assigned to it. But if its reliability is
too low, then it will not be opened even if its transporta-
tion cost is 0. Similarly, if its transportation cost is too high,
then it will never be opened even if it is perfectly reliable.
These observations are consistent with Property 1 derived in
Section 4.

Table 3. Impacts of the reliability of facilities and transportation
costs on retailer assignments.

# of retailers Order quantity
assigned to assigned to facility ĵ

θĵ diĵ , ∀i ∈ I facility ĵ in each period

0.98 0.15× distance 75 1813.329
0.98 0 80 3819.534
0.88 0.15× distance 58 862.684
0.88 0 80 2534.601
0.78 0.15× distance 29 251.062
0.78 0 80 1238.626
0.68 0.15× distance 0 0
0.68 0 28 97.984
0.58 0 0 0
1 15× distance 0 0

Table 4. Impacts of the reliability of facilities on facility location
and retailer assignment decisions.

# of facilities # of retailers
Times θj , ∀j ∈ J opened served

1.00 12 80
0.90 13 71
0.80 16 52
0.70 12 27

With the same data set we have conducted some further
tests. Instead of varying the value of θĵ that corresponds to

facility ĵ only, we now adjust the values of θj for all facilities
proportionally (as shown in the first column of Table 4).

We observe from Table 4 that when the reliability of facil-
ities are low, few retailers will be served, though we do
not see any monotone relationship between the reliability of
facilities and the number of opened facilities in the optimal
solutions. Furthermore, according to our extensive compu-
tational experiments, when the reliability of facilities is low,
even if a retailer is served by one or more facilities, the served
quantity will be low (in other words, the value of

∑
j∈J Qij

will be small).

6.4. Effect of β on the Performance of the Algorithm

Based on Theorem 2, theoretically, the larger the value of
β, the better the approximation if we use (XL, QL) to estimate
(X∗, Q∗). But, according to our computational experiments,
the values of β influence the performance of our algorithm.

A data set of size m = 6, n = 14 is used as an example
to show the effect of β on the performance of our algorithm.
Table 5 describes the CPU times needed to solve this example
problem under different β values (all the CPU times shown in
Table 5 are measured based on the stopping condition given
in Table 1). From Table 5, we can see that when β is small,
it is difficult for the stopping condition to be satisfied (in this
example, when we set β = 0.01, the program does not stop
after running 12 h); on the other hand, when β is big, it also
becomes difficult for the program to converge quickly, and it
has to spend a long time to find a “good” solution.

According to our numerous computational experiments,
if we define the stopping condition for SA to be

Table 5. Influence of β on the performance of the algorithm.

Value of β CPU time (s) Value of β CPU time (s)

0.01 — 5 127.725
1 137.358 6 147.703
2 139.969 7 284.981
3 132.065 8 319.724
4 133.250 10 295.570
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L(λt ,Xt ,Qt )−(φ(Qt )−∑
j∈J fj X̂

t
j )

φ(Qt )−∑
j∈J fj X̂

t
j

< 0.005, the best choice of the

value for β is between 2 and 5.

7. CONCLUSIONS

In this article, we introduce an integrated supply chain
design model that considers unreliable supply. We show that
the proposed model has the same optimal solution as its
Lagrangian dual problem when the value of β approaches
infinity. Utilizing this observation, we analyze the proper-
ties of the optimal solution and propose an efficient solution
algorithm. The algorithm can be applied to a general class of
nonlinear optimization problems with the following format:

Minimize G(Q)

s.t. Qij ≥ 0 i ∈ I , j ∈ J ,

where G(Q) can be written as the difference between two
increasing and differentiable functions. We also prove the
convergence of the algorithm.

In our model, we assume that the supplier is perfectly reli-
able. In fact, it is not difficult to relax this assumption. By

considering the unreliability of the supplier, the total working
inventory cost at each candidate facility needs to be reformu-
lated. But as long as the working inventory cost at each facility
is still an increasing function of the order quantity assigned,
all conclusions in Section 3 are still correct, and we can still
apply the solution algorithm proposed in this paper to this
new problem.

APPENDIX

PROOF OF LEMMA 1: Since QL is an optimal solution
to Problem LR when λ = λ∗, for any t ≥ 1

φ(QL)
∑
j∈J

∑
i∈I

λ∗
ij e

−βQL
ij ≥ φ( Qt ) +

∑
j∈J

∑
j∈I

λ∗
ij e

−βQt
ij (9)

Similarly, from the fact that Qt is an optimal solution to
Problem LR when λ = λt , we have

φ(Qt ) +
∑
j∈J

∑
i∈I

λt
ij e

−βQt
ij ≥ φ(QL) +

∑
j∈J

∑
i∈I

λt
ij e

−βQL
ij

(10)
Therefore,

φ(Qt ) +
∑
j∈J

∑
i∈I

λ∗
ij e

−βQt
ij = φ(Qt ) +

∑
j∈J

∑
i∈I

λ∗
ij e

−βQt
ij −

∑
j∈J

∑
i∈I

λt
ij e

−βQt
ij +

∑
j∈J

∑
i∈I

λt
ij e

−βQt
ij

≥ φ(QL) +
∑
j∈J

∑
i∈I

λt
ij e

−βQL
ij +

∑
j∈J

∑
i∈I

λ∗
ij e

−βQt
ij −

∑
j∈J

∑
i∈I

λt
ij e

−βQt
ij

= φ(QL) +
∑
j∈J

∑
i∈I

λ∗
ij e

−βQL
ij −

∑
j∈J

∑
i∈I

(
λ∗

ij − λt
ij

)(
e−βQL

ij − e−βQt
ij

)
> φ(QL) +

∑
j∈J

∑
i∈I

λ∗
ij e

−βQL
ij −

∑
j∈J

∑
i∈I

∣∣λ∗
ij − λt

ij

∣∣ (11)

The first inequality in (11) holds because of (10). The
second inequality in (11) holds from the fact that |e−βQL

ij −
e−βQt

ij | < 1.
Since λt → λ∗, it follows that limt→∞

∑
j∈J

∑
i∈I |λt

ij −
λ∗

ij | = 0. So, from (9) and (11), we see φ(Qt ) +∑
j∈J

∑
i∈I λ∗

ij e
−βQt

ij → φ( QL) + ∑
j∈J

∑
i∈I λ∗

ij e
−βQL

ij

as t → ∞. Since φ(Q) + ∑
j∈J

∑
i∈I λ∗

ij e
−βQij is a

continuous function, we conclude limt→∞ Qt = QL (Note:
In the case where there are more than one optimal Q for
Problem LR when λ = λ∗, Qt approaches one of the optimal
solutions.).

PROOF OF LEMMA 2: Since λ∗, the optimal solution to
Problem DP, is fixed for a given problem, no matter which

solution algorithm we are using, we specify the algorithm
parameter for SA to be bt

ij = 1/t (∀i ∈ I , j ∈ J ) here to
simplify our proof.

Suppose there exist i ∈ I and j ∈ J such that XL
j = 1 and

QL
ij = 0 when λ∗

ij > 0. Assume that it takes SA ϕ iterations
to converge. Then, we know in any iteration t(t ≥ ϕ) of
SA, λt

ij = λ∗
ij > 0, Qt

ij = QL
il = 0, and Xt

j = XL
j = 1.

Therefore, it follows from (6) that λt+1
ij = λt

ij − 1/t for any
t ≥ ϕ. By applying this equation recursively from iteration
ϕ to iteration ρϕ (where ρ is a positive integer), we have
λ

ρϕ+1
ij = λ

ϕ

ij − ∑ρϕ
t=ϕ 1/t . Since λ

ρϕ+1
ij = λ

ϕ

ij = λ∗
ij , and it is

easy to see that
∑ρϕ

t=ϕ 1/t → ∞ when ρ → ∞, a contradic-
tion is reached. Thus, XL

j = 1 and QL
ij = 0 can be true only

when λ∗
ij = 0.
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PROOF OF THEOREM 1: Since all constraints of Prob-
lem P except constraint (1) are also the constraints of Problem
LR, to prove this theorem, we only need to show that (XL, QL)

satisfies constraint (1) of Problem P, i.e., 1 − e−βQL
ij ≤

XL
j ∀i ∈ I , ∀j ∈ J .

When XL
j = 1, 1 − e−βQL

ij ≤ 1 = XL
j . So we only need to

consider the case when XL
j = 0. Since

∑
i∈I λ∗

ij ≤ fj at this
time (otherwise, XL

j = 1), based on the relative values of fj

and
∑

i∈I λ∗
ij , we discuss the following two cases:

•
∑

i∈I λ∗
ij < fj : then there exists a constant k, so that∑

i∈I λt
ij < fj , and hence Xt

j = 0 for any t > k. If
there exists an i ∈ I such that QL

ij > 0, it follows from
Lemma 1 that there exists an s, Qt

ij > 0 for any t > s.
Then for any t > max{s, k}, Qt

ij > 0 and Xt
j = 0. By

recursively applying (6), we derive

λt+1
ij ≤ λ

max(s,k)
ij + inf{1 − e−βQl

ij ,

l = max{s, k}, . . . , t}
t∑

l=max{s,k}
bl

ij .

When t → ∞,
∑t

l=max{s,k} bl
ij → ∞, but inf{1 −

e−βQl
ij , l = max{s, k}, . . . , t} is finite and positive, so

λt+1
ij → ∞ and hence λ∗

ij → ∞, which contradicts∑
i∈I λ∗

ij < fj . Therefore, in this case, QL
ij = 0 for

all i ∈ I . Hence, 1 − eβQL
ij = 1 − 1 = XL

j .
•
∑

i∈I λ∗
ij = fj : As discussed in Section 3.4, when∑

i∈I λ∗
ij = fj , we set XL

j according to QL
ij , and

XL
j = 0 means QL

ij = 0, ∀i ∈ I . Thus, 1 − e−βQL
ij =

1 − 1 = XL
j ∀i ∈ I .

PROOF OF THEOREM 2: From Theorem 1, we know
that (XL, QL) is a feasible solution to Problem P. Since
Problem DP is the dual problem of Problem P, the smaller
the value of z(λ∗) − (φ(QL) − ∑

j∈J fjX
L
j ), the better

the approximation if we use (XL, QL) to estimate the opti-
mal solution to Problem P. If the difference is equal to 0,
(XL, QL) is an optimal solution to Problem P. Since z(λ∗) −
(φ(QL)−∑

j∈J fjX
L
j ) = ∑

j∈J

∑
i∈I λ∗

ij {XL
j −1+e−βQL

ij },
we consider the following four cases,

1. XL
j = 0 and QL

ij = 0 : XL
j − 1 + e−βQL

ij = 0;
2. XL

j = 0 and QL
ij > 0: impossible according to

Theorem 1;
3. XL

j = 1 and QL
ij = 0 : λ∗

ij = 0 by Lemma 2;

4. XL
j = 1 and QL

ij > 0 : XL
j −1+ e−βQL

ij is very close
to 0, especially for large β.

Therefore,

z(λ∗)−(
φ(QL)−

∑
j∈J

fjX
L
j

) =
∑

{j∈J ,XL
j =1}

∑
{i∈I ,QL

ij >0}
λ∗

ij ·e−βQL
ij

≤ e
−β min

i∈I ,j∈J ,QL
ij

>0{QL
ij } ∑

{j∈J ,XL
j =1}

∑
{i∈I ,QL

ij >0}
λ∗

ij (12)

Since λ∗
ij ∀i ∈ I , j ∈ J is finite, it follows from (12) that

by adjusting the value of β, z(λ∗) − (φ(QL) −∑
j∈J fjX

L
j )

can be as close to 0 as possible to guarantee that (XL, QL) is
a good approximation to (X∗, Q∗). In the special case when
β → ∞, z(λ∗) − (φ(QL) − ∑

j∈J fjX
L
j ) = 0, and hence

(XL, QL) = X∗, Q∗).

PROOF OF PROPERTY 1: When λ = λ∗, the first par-
tial derivative of the objective function of Problem LR with
respect to Qij is

∂

∂Qij

L(λ∗, X, Q) = −[(c + aj )χ + hj/2] − Kj

2
√∑

i∈I Qij

− βλ∗
ij e

−βQij + χ
∂

∂Qij

Ti(Q)

where

∂

∂Qij

Ti(Q) = (pi + πi − dij )ERj
[Rj ] − (pi + πi − vi)

ERj


RjP r


Di ≤

∑
j∈J

Sij (Qij , Rj)|Rj






(Dada et al. [6])

= (pi + πi − dij )θj − (pi + πi − vi)

ERj


RjP r


Di −

∑
k �=j

RkQik ≤ RjQij |Rj






(13)

We derive the following KKT condition for QL from
Problem LR:

0 =
(

∂

∂Qij

L(λ∗, X, Q) + uij

∂

∂Qij

Qij

)∣∣∣∣
Q=QL

= uij − [(c + aj )χ + hj/2] − Kj

2
√∑

i∈I QL
ij

− βλ∗
ij e

−βQL
ij

+ χ(pi + πi − dij )θj − χ(pi + πi − vi)

× ERj


RjP r


Di −

∑
k �=j

RkQ
L
ik ≤ RjQ

L
ij |Rj






i ∈ I , j ∈ J (14)
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uijQ
L
ij = 0 i ∈ I , j ∈ J (15)

QL
ij ≥ 0 i ∈ I , j ∈ J (16)

uij ≥ 0 i ∈ I , j ∈ J (17)

It follows from (14) that when β → ∞, uij −[(c+aj )χ +
hj/2] + χ(pi + πi − dij )θj > 0. If QL

ij > 0, it is easy to see
from (15) that uij = 0, and hence

−(c + aj ) − hj/2/χ + (Pi + πi − dij )θj > 0 (18)

Since QL = Q∗ when β → ∞, it follows that if Q∗
ij > 0

(that is, QL
ij > 0 when β → ∞), then (18) must be sat-

isfied. Thus, for any facility j ∈ J and retailer i ∈ I , if
dij ≥ (pi + πi) − (c + aj )/θj − hj/2/χ/θj , then retailer i

will never be served by facility j in the optimal solution to
Problem P.

PROOF OF PROPERTY 2: It follows from (14) that when
β → ∞ and QL

ij > 0 (i.e. Q∗
ij > 0), we have

−(c + aj ) − hj/2/χ + (pi + πi − dij )θj > (pi + πi − vi)

× ERj

[
RjP r

(
Di −

∑
k �=j

RkQ
L
ik ≤ RjQ

L
ij |Rj

)]
(19)

Since both Rj and Pr
(
Di − ∑

k �=j RkQ
L
ik ≤ RjQ

L
ij |Rj

)
are increasing functions of Rj , it follows from Theorem 4.7.9
in [4] that

ERj

[
RjP r

(
Di −

∑
k �=j

RkQ
L
ik ≤ RjQ

L
ij |Rj

)]
≥ θj

× ERj

[
Pr

(
Di −

∑
k �=j

RkQ
L
ik ≤ RjQ

L
ij |Rj

)]
(20)

With the above two inequalities, we derive that −(c+aj )−
hj/2/χ + (Pi +πi −dij )θj > (pi +πi −vi)θjERj

[Pr(Di −∑
k �=j RkQ

L
ik ≤ RjQ

L
ij |Rj)]. On the other hand, it is easy

to see that in the case when β → ∞, ERj
[Pr(Di −∑

k �=j RkQ
L
ik ≤ RjQ

L
ij |Rj)] represents the expected percent-

age of the customer demand fulfilled at retailer i. Therefore
we conclude that when Q∗

ij > 0 (β → ∞ and QL
ij > 0),

the expected percentage of the customer demands fulfilled at

retailer i is less than
−(c+aj )− hj

2χ
+(pi+πi−dij )θj

(pi+πi−vi )θj
.

PROOF OF LEMMA 3: Assume there exists an optimal
solution to the generalized problem, say (Q′, s ′), with s ′ >

H(Q′). Consider a feasible solution (Q′, s ′′), where s ′′ =
H(Q′) < s ′. Since G(Q, s) is an increasing function of both Q
and s, G(Q′, s ′′) < G(Q′, s ′), which contradicts the assump-
tion that (Q′, s ′) is an optimal solution to the problem. Thus,

we conclude that if (QG, sG) is an optimal solution to the
generalized problem, it must satisfy sG = H(QG).

PROOF OF COROLLARY 1: Corollary 1 follows from
the fact that G(Q, s) is an increasing function of both Q and
s, and H(Q) is a decreasing function of Q.

PROOF OF LEMMA 4: This lemma naturally follows
from the fact that G(Q, s) is an increasing function of both Q
and s, and H(Q) is a decreasing function of Q.

PROOF OF THEOREM 3: Since the sequence of {Gk}
is nondecreasing (Corollary 2 part a) and upper bounded
(because Gk ≤ G(Q, s) ∀(Q, s) ∈ D), it must converge to a
certain value when k → ∞. We use G∗ to denote this value,
i.e., limk→∞ Gk = G∗. To prove this theorem, we need to
show that G∗ is a global minimum.

Supposing G∗ is not a global minimum. Therefore, G∗
must be less than the global minimum (since G∗ is a small-
est lower bound in the lower bound set), and the solutions
corresponding to G∗ are infeasible. We define set VG∗ that
contains all elements in V equal to G∗ in the iteration when
Gk converges. Let ρ = |VG∗ |. It is easy to see that G∗ is
less than any element in set V \VG∗ at this time. On the other
hand, it follows from Corollary 2 part b that all new lower
bounds added into the lower bound set during the ρ itera-
tions after Gk converges are bigger than G∗. Therefore, after
these ρ iterations, Gk is bigger than G∗, which contradicts
limk→∞ Gk = G∗. Thus, G∗ is a global minimum.

PROOF OF PROPERTY 3: Based on Lemma 3, the gener-
alized problem has the same optimal solution as the problem
{Minimize G(Q, H(Q)), s.t. Qij ≥ 0 i ∈ I , j ∈ J }, whose
KKT conditions

∂

∂Qij

G(Q, H( Q)) − uij = 0 i ∈ I , j ∈ J

uijQij = 0 i ∈ I , j ∈ J

Qij ≥ 0 i ∈ I , j ∈ J

uij ≥ 0 i ∈ I , j ∈ J

Therefore, we have

0 = ui ′j ′ − uij +
{

∂

∂Qij

G(Q, H(Q))

− ∂

∂Qi ′j ′
G( Q, H(Q))

}∣∣∣∣
Q=QG

.

Since 0 ≤ QG
ij < QG

i ′j ′ and ui ′j ′QG
i ′j ′ = 0, we know that

ui ′j ′ = 0, and{
∂

∂Qij

G(Q, H(Q)) − ∂

∂Qi ′j ′
G(Q, H( Q))

}∣∣∣∣
Q=QG

≥ 0.
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