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Notation

∀ For all
∀P For P-almost all, where P is a measure
∃ There exists
⇐⇒ If and only if⊎

Disjoint union
−⇀ Weak convergence
λn Lebegue measure on Rn; the n is omitted if n = 1
µ̂ Characteristic function of a measure µ
−→ Complete convergence
∂B The boundary of a set B
B̄ The closer of a set B
B◦ The interior of a set B
Bc The complement of a set B
B(Ω) σ-algebra generated by open sets of the implicit topology τ(Ω)
Bn σ-algebra generated by the usual topology on Rn
Br(ω) A ball of radius r about an element ω of an implicit metric space

(Ω, d)
C k(X,Y ) Space of continuous functions from X to Y with k continuous

derivatives
Cb(X,Y ) Space of bounded continuous functions from X to Y
Cc(X,Y ) Space of continuous functions from X to Y with compact support
Cp(X,Y ) Space of periodic continuous functions from X to Y
C The complex numbers
diag(α1, ..., αn) An n× n matrix with diagonal elements α1, ..., αn
Fµ The distribution function of µ, that is, Fµ(x) = µ((−∞, x))
iff If and only if
Lp(Ω,Ω′;µ) Space of functions f : Ω→ Ω′ such fp is µ-integrable
P(F) Set of probability measures on F
Pn Set of probability measures on Bn

Q The rational numbers
R(F) Set of Radon measures on the σ-algebra F
Rn Set of Radon measures on Bn

R The real numbers
s.t. Such that
Uω ∈ τ An open set in τ containing ω
z Complex conjugate
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Introduction

Characteristic functions (CFs) are often used in problems involving convergence
in distribution, independence of random variables, infinitely divisible distribu-
tions, and stochastics [5]. The most famous use of characteristic functions is in
the proof of the Central Limit Theorem, also known as the Fundamental Theo-
rem of Statistics. Though less frequent, CFs have also been used in problems of
nonparametric time series analysis [6] and in machine learning [7–9]. Moreover,
CFs uniquely determine their distribution, much like the moment generating
functions (MGFs), but the major difference is that CFs always exists, whereas
MGFs can fail, e.g. the Cauchy distribution. This makes CFs more robust in
general.

In the following, I will present an introduction and basic properties of the
Fourier-Stieltjes transform, it’s inverse and relation to the Radon-Nikodym
derivative, then go on to prove the Lévy Continuity Theorem, and finally a
short presentation of measure convolutions. Much of the following presentation
will be for probability measures and their distribution functions; however, some
results can be generalized to (un)signed finite measures [1, 5, 10]. One can find
an overview of background knowledge in the Appendix.

1 Basic Properites of Characteristic Functions

Definition 1.1 (Characteristic Function / Fourier–Stieltjes Transform). Let
X : (Ω,F ,P) → (Rn,Bn, 〈•, •〉) and µ = X#P, the pushforward measure /
distribution of X. The characteristic function or Fourier–Stieltjes transform of
µ is

µ̂(t) =

∫
Ω

ei〈t,X(ω)〉 dP(ω) =

∫
Rn

ei〈t,x〉 dµ(x)

where equality comes from Theorem B.7.

In terms of the Fourier transform, if µ admits a Radon–Nikodym derivative
f with respect to the n-Lebesgue measure λn (Theorem B.26), then

µ̂(t) =

∫
Rn

ei〈t,x〉 dµ(x) =

∫
Rn

ei〈t,x〉f(x) dλn(x) = f̂(t)

That is, the characteristic function is nothing but the Fourier transform of the
density of µ if one exists.

Theorem 1.2 (Properties of the Characteristic Function). Let µ be as above,
then

i) µ̂(0) = 1

ii) |µ̂(t)| 5 1
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iii) µ̂(−t) = µ̂(t)

iv) µ̂ is uniformly continuous on Rn

v) ̂(µ1 + µ2) = µ̂1 + µ̂2

Proof.

i)

µ̂(0) =

∫
Rn

ei〈0,x〉 dµ(x) =

∫
Rn

dµ(x) = µ(Rn) = 1

ii)

|µ̂(t)| =

∣∣∣∣∣∣
∫
Rn

ei〈0,x〉 dµ(x)

∣∣∣∣∣∣
5
∫
Rn

|ei〈0,x〉| dµ(x)

5
∫
Rn

1 dµ(x)

= µ(Rn) = 1

iii)

µ̂(−t) =

∫
Rn

ei〈-t,x〉 dµ(x)

=

∫
Rn

e-i〈t,x〉 dµ(x)

=

∫
Rn

ei〈t,x〉 dµ(x) \\ since eix = e−ix

=

∫
Rn

ei〈t,x〉 dµ(x)

= µ̂(t)

iv) Let δ > 0

|µ̂(t+ δ)− µ̂(t)| =

∣∣∣∣∣∣
∫
Rn

ei〈t+δ,x〉 − ei〈t,x〉 dµ(x)

∣∣∣∣∣∣
2



=

∣∣∣∣∣∣
∫
Rn

ei〈t,x〉+i〈δ,x〉 − ei〈t,x〉 dµ(x)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∫
Rn

ei〈t,x〉 · ei〈δ,x〉 − ei〈t,x〉 dµ(x)

∣∣∣∣∣∣
5
∫
Rn

∣∣∣ei〈t,x〉 · ei〈δ,x〉 − ei〈t,x〉∣∣∣ dµ(x)

=

∫
Rn

∣∣∣ei〈t,x〉∣∣∣ ∣∣∣ei〈δ,x〉 − 1
∣∣∣ dµ(x)

=

∫
Rn

∣∣∣ei〈δ,x〉 − 1
∣∣∣ dµ(x)

5 sup
x∈Rn

∣∣∣ei〈δ,x〉 − 1
∣∣∣ δ↓0−−→ 0

v)

̂(µ1 + µ2) =

∫
Rn

ei〈t,x〉 d[µ1 + µ2](x)

=

∫
Rn

ei〈t,x〉 dµ1(x) +

∫
Rn

ei〈t,x〉 dµ2(x)

= µ̂1 + µ̂2

Theorem 1.3. Let (Rn,B(Rn), λ) be as usual, µ ∈ P(B(Rn)), and f ∈
L1(Rn,C;λ), then ∫

Rn

f̂ dµ =

∫
Rn

fµ̂ dλn

Proof. This follows from Fubini’s theorem∫
Rn

f̂ dµ =

∫
Rn

 ∫
Rn

eiπ〈t,x〉f(x) dλn(x)

 dµ(t)

=

∫
Rn

 ∫
Rn

eiπ〈t,x〉f(x) dµ(t)

 dλn(x)

=

∫
Rn

f(x)

 ∫
Rn

eiπ〈t,x〉 dµ(t)

 dλn(x)
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=

∫
Rn

[f · µ̂](x) dλn(x)

Theorem 1.4 (Uniqueness). If µ1, µ2 ∈Pn, then

µ1 = µ2 ⇐⇒ µ̂1 = µ̂2 .

Note: the equality of the characteristic functions is over the real numbers.

Proof.

“ =⇒ ”: This is obvious

µ̂1(t) =

∫
Rn

ei〈t,x〉 dµ1(x) =

∫
Rn

ei〈t,x〉 dµ2(x) = µ̂2(t)

“⇐= ”: Suppose µ̂1(t) = µ̂2(t) for all t, then∫
Rn

ei〈t,x〉d[µ1 − µ2](x) =

∫
Rn

ei〈t,x〉dµ̄(x) = 0 ∀t ∈ Rn

then for all trigonometric polynomials γN (•) =
N∑

t1,...,tn=−N
c(t1,...,tn)e

i〈t(1,...,n),•〉

we have ∫
Rn

γN (x)dµ̄(x) = 0

and so for the uniform limit γ(•) in N , which are the continuous periodic func-
tions (Theorem C.6), we have ∫

Rn

γ(x)dµ̄(x) = 0

Let c(•) be a continuous function which vanishes outside a fixed, bounded
support S, choose m such that S ⊆ (−m,m]⊗n, and choose γm(•) to be a
continuous periodic function with period 2m such that γm(x) = c(x) ∀x ∈
(−m,m]⊗n. Since µ̄ is the difference of of two monotone increasing functions
(Fµ = Fµ1

− Fµ2
), it is a function of bounded variation; hence ∀ε > 0 ∃ m s.t.

µ̄(x) < ε for |x| = m1 and we have

0 =

∫
Rn

γm dµ̄
m↑∞−−−→

∫
Rn

c dµ̄ =

∫
S

c dµ̄ = 0

Since c was arbitary, we have, by Theorem B.20 and taking c to be indicator
functions on sets in Bn, that

µ̄ = µ1 − µ2 = 0

and so µ1 = µ2.

4



2 Inversion Formula

Theorem 2.1 (Inversion). Let (Rn,Bn, λ) be as usual; µ ∈Pn; a, b ∈ Rn (a <
b) and let (a, b) = {x ∈ Rn : a < x < b)}, then

µ((a, b)) + 2-nµ({a, b}) = (2π)-n lim
k↑∞

∫
(-k,k)

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) µ̂(t) dλn(t)

there k = [k1, ..., kn]T and (-k, k) = {x ∈ Rn : −k 5 x 5 k}.

Proof. We have that

Φ(k) =

∫
(-k,k)

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) µ̂(t) dλn(t)

=

∫
(-k,k)

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) ∫
Rn

ei〈t,z〉 dµ(z)

 dλn(t)

=

∫
(-k,k)

 ∫
Rn

 n∏
j=1

(
e-itjaj − e-itjbj

itj

)
ei〈t,z〉

 dµ(z)

 dλn(t)

=

∫
(-k,k)

 ∫
Rn

n∏
j=1

(
eitj(zj−aj) − eitj(zj−bj)

itj

)
dµ(z)

 dλn(t)

Fub.
=

∫
Rn

 ∫
(-k,k)

n∏
j=1

(
eitj(zj−aj) − eitj(zj−bj)

itj

)
dλn(t)

 dµ(z)

Where Fubini’s theorem comes from

|µk([a,b])| =

∣∣∣∣∣∣∣(2π)-n
∫

(-k,k)

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) µ̂(t) dλn(t)

∣∣∣∣∣∣∣
5 (2π)-n

∫
(-k,k)

∣∣∣∣∣∣
 n∏
j=1

(
e-itjaj − e-itjbj

itj

) µ̂(t)

∣∣∣∣∣∣ dλn(t)

= (2π)-n
∫

(-k,k)

∣∣∣∣∣∣
 n∏
j=1

(
e-itjaj − e-itjbj

itj

) ∫
Rn

ei〈t,z〉 dµ(z)

∣∣∣∣∣∣ dλn(t)
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= (2π)-n
∫

(-k,k)

∣∣∣∣∣∣
 ∫

Rn

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) ei〈t,z〉 dµ(z)

∣∣∣∣∣∣ dλn(t)

= (2π)-n
∫

(-k,k)

∣∣∣∣∣∣∣
 ∫

Rn

 n∏
j=1

 bj∫
aj

e-itju dλ1(u)


 ei〈t,z〉 dµ(z)


∣∣∣∣∣∣∣ dλn(t)

5 (2π)-n
∫

(-k,k)

 ∫
Rn

 n∏
j=1

 bj∫
aj

∣∣e-itju∣∣ dλ1(u)


 ∣∣∣ei〈t,z〉∣∣∣ dµ(z)

 dλn(t)

= (2π)-n
∫

(-k,k)

 ∫
Rn

λn([a,b]) dµ(z)

 dλn(t)

= (2π)-nλn((-k,k))λn([a,b])µ(Rn)

= (2π)-nλn((-k,k))λn([a,b]) <∞ ∀k ∈ R+n

Continuing from the application of Fubini’s theorem we get

Φ(k) = lim
k↑∞

∫
Rn

n∏
j=1

 kj∫
−kj

eitj(zj−aj) − eitj(zj−bj)

itj
dλ1(tj)

 dµ(z)

= lim
k↑∞

∫
Rn

n∏
j=1

 kj∫
−kj

eitj(zj−aj)

itj
dtj −

kj∫
−kj

eitj(zj−bj)

itj
dλ1(tj)

 dµ(z)

= lim
k↑∞

∫
Rn

n∏
j=1

 kj∫
−kj

cos(tj(zj − aj) + i sin(tj(zj − aj)
itj

dλ1(tj)

−
kj∫
−kj

cos(tj(zj − bj) + i sin(tj(zj − bj)
itj

dλ1(tj)

 dµ(z)

Now, the trick here is to use the Cauchy Principal Value C.9 of
cos(t(z − c))

it
,

that is

PV

k∫
−k

cos(t(z − c)
it

dλ1(t) = lim
ε↓0

 0−ε∫
−k

cos(t(z − c))
it

dλ1(t) +

k∫
0+ε

cos(t(z − c))
it

dλ1(t)

 = 0

by antisymmetry. So we obtain

µ(B) = lim
k↑∞

∫
Rn

n∏
j=1

 kj∫
−kj

cos(tj(zj − aj) + i sin(tj(zj − aj)
itj

dλ1(tj)
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−
kj∫
−kj

cos(tj(zj − bj) + i sin(tj(zj − bj)
itj

dλ1(tj)

 dµ(z)

= lim
k↑∞

∫
Rn

n∏
j=1

 kj∫
−kj

sin(tj(zj − aj)
tj

dλ1(tj)−
kj∫
−kj

sin(tj(zj − bj)
tj

dλ1(tj)

 dµ(z)

= lim
k↑∞

∫
Rn

n∏
j=1

 kj(zj−aj)∫
−kj(zj−aj)

sin(uj)

uj
dλ1(uj)−

kj(zj−bj)∫
−kj(zj−bj)

sin(vj)

vj
dλ1(vj)

 dµ(z)

where uj = tj(zj−aj) and vj = tj(zj−bj). Since
sin(x)

x
is uniformly continuous,

and so, for all ∀(k, c) ∈ R2, the integral functions

ψ±(k,c)(z) = ±
±k(z−c)∫

0

sin(x)

x
dλ1(x)

is uniformly continuous in k, and so

Ψ(k,c)(z) = ψ+
(k,c)(z) + ψ−(k,c)(z)

is uniformly continuous with limits

lim
k↑∞

Ψ(k,c)(z) =

{
0 : z = c
π
2 : o.w.

This gives five cases for

Ψ(z; (a,b)) = lim
k↑∞

n∏
j=1

 kj(zj−aj)∫
−kj(zj−aj)

sin(uj)

uj
dλ1(uj)−

kj(zj−bj)∫
−kj(zj−bj)

sin(vj)

vj
dλ1(vj)


= lim

k↑∞

n∏
j=1

[
Ψ(kj ,aj)(zj) + Ψ(kj ,bj)(zj)

]

namely

Ψ(z; (a,b)) =



0 : z < a

2-n : z = a

1 : a < z < b

2-n : z = b

0 : b < z

7



Finally, we have

Φ(k)
k↑∞−−−→

∫
Rn

Ψ(z; (a,b)) dµ(z) = µ((a,b)) + 2-nµ({a,b})

Corollary 2.2. If µ̂ is integrable, then µ is absolutely continuous with respect
to the Lebesgue measure λ and its Radon-Nikodym derivative is given by

Dλµ(x) = (2π)-n
∫
Rn

e-i〈t,x〉µ̂ dλ1(t)

Proof. We will first show that µ has not atoms. Let M =

∫
Rn

|µ̂(t)| dλn(t)

µ((a,b)) + 2-nµ({a,b}) = (2π)-n lim
k↑∞

∫
(-k,k)

 n∏
j=1

(
e-itjaj − e-itjbj

itj

) µ̂(t) dλn(t)

5 (2π)-n lim
k↑∞

∫
(-k,k)

∣∣∣∣∣∣
 n∏
j=1

(
e-itjaj − e-itjbj

itj

)∣∣∣∣∣∣ |µ̂(t)| dλn(t)

= (2π)-n lim
k↑∞

∫
(-k,k)

∣∣∣∣∣∣∣
 n∏
j=1

 bj∫
aj

e-itju dλ1(u)



∣∣∣∣∣∣∣ |µ̂(t)| dλn(t)

5 (2π)-n lim
k↑∞

∫
(-k,k)

 n∏
j=1

 bj∫
aj

∣∣e-itju∣∣ dλ1(u)


 |µ̂(t)| dλn(t)

= (2π)-n lim
k↑∞

∫
(-k,k)

λn([a,b]) |µ̂(t)| dλn(t)

= (2π)-nλn([a,b])

∫
Rn

|µ̂(t)| dλn(t)

= (2π)-nλn([a,b])M <∞

Now, focus on an arbitrary point x ∈ Rn. Let δ > 0

µ((x− δ
2
,x +

δ

2
)) + 2-nµ({x− δ

2
,x +

δ

2
}) 5 (2π)-nλn([x− δ

2
,x +

δ

2
])M

= (2π)-nδM
δ↓0−−→ 0

8



Hence, µ has no atoms. Now for the Radon-Nikodym derivative we use Theo-
rems B.26 and B.27:

Dλµ(x) = lim
δ↓0

µ(Bδ(x))

λn(Bδ(x))
= lim

δ↓0

µ(Bδ(x))

δn

= lim
δ↓0

(2πδ)-n lim
k↑∞

∫
(-k,k)

 n∏
j=1

(
e-itj(xj−

δ
2 ) − e-itj(xj+ δ

2 )

itj

) µ̂(t) dλn(t)


= lim

δ↓0
(2π)-n

∫
Rn

 n∏
j=1

(
e-itj(xj−

δ
2 ) − e-itj(xj+ δ

2 )

itjδ

) µ̂(t) dλn(t)

D.C.
= (2π)-n

∫
Rn

lim
δ↓0

n∏
j=1

(
e-itj(xj−

δ
2 ) − e-itj(xj+ δ

2 )

itjδ

) µ̂(t) dλn(t)

= (2π)-n
∫
Rn

e-i〈t,x〉µ̂(t) dλn(t)

3 Convergence & Continuity of Characteristic
Functions

We want to further relate measures and their characteristic functions. In the
following, we develop convergence of characteristic functions from convergence
in measures, and vice versa plus properties of said convergences.

The main result of this section is

Theorem 3.1 (Lévy’s Continuity Theorem).

µn
n↑∞−−−⇀ µ ⇐⇒ µ̂n → f

where f is continuous at the origin. Moreover, µ̂ = f .

Proof. We need a couple lemmas:

Lemma 3.2. Let (µk)k=1 ⊂ Rn and µ ∈ Rn. If µk
k↑∞−−−→ µ, then µ̂k(t)

k↑∞−−−→
µ̂(t) uniformly for t belonging to a compact subset of Rn.

Proof. We must show that (µ̂k)k=1 is a uniformly equicontinuous family of func-

tions (see Definition C.1): Let ε > 0. By Corollary B.15, the sequence (µk)k=1

is tight; hence, we can find a compact interval K = Br(0) such that

µk(Kc) 5 ε ∀k

9



By the differentiability of ei〈t,x〉 ∃δ > 0 such that for ξ1, ξ2 ∈ Rn (|ξ1 − ξ2| < δ)

|ei〈ξ1,x〉 − ei〈ξ2,x〉| = |ei〈ξ1,x〉||1− ei〈ξ2−ξ1,x〉|
5 |1− ei〈ξ2−ξ1,x〉|
< ε

for all x ∈ K. Hence,

|µ̂k(ξ1)− µ̂k(ξ2)| 5
∫
K

|1− ei〈ξ1−ξ2,x〉| dµk(x) +

∫
Kc

|1− ei〈ξ1−ξ2,x〉| dµk(x)

5 [εµn(K)] +

 ∫
Kc

|1|+ |ei〈ξ1−ξ2,x〉| dµk(x)


< εµn(Rn) + 2µk(Kc)

5 ε+ 2ε = 3ε |= n

recalling that µk(Kc) 5 ε. This give uniform equicontinuity on K; hence,

|µ̂n(ξ1)− µ̂(ξ1)| 5 |µ̂n(ξ1)− µ̂n(ξ2)|︸ ︷︷ ︸
equicontinuity

+ |µ̂n(ξ2)− µ̂(ξ2)|︸ ︷︷ ︸
convergence

+ |µ̂(ξ1)− µ̂(ξ2)|︸ ︷︷ ︸
Continuity: Thm. 1.2

5 3ε |= n

which gives uniform convergence on a compact set.

Lemma 3.3. Let µ ∈ Rn ∩Pn, then ∀k > 0

µ

({
x ∈ Rn : |x| > 2

k

})
5 k−n

∫
Bk(0)

µ̂(0)− µ̂(t) dλn(t)

where |x| > 2
k =⇒ |xj | > 2

k (vector absolute value).

10



Proof. With µ̂(0) = 1 and µ(Rn) = 1, we have immediately that

k−n
∫
Bk(0)

µ̂(0)− µ̂(t) dλn(t) = k−n
∫
Bk(0)

1−
∫
Rn

ei〈t,x〉 dµ(x)

 dλn(t)

= k−n
∫
Bk(0)

 ∫
Rn
��

��:1
µ(Rn) − ei〈t,x〉 dµ(x)

 dλn(t)

Fub.
= k−n

∫
Rn

 ∫
Bk(0)

1− ei〈t,x〉 dλn(t)

 dµ(x)

= k−n
∫
Rn

 ∫
Bk(0)

1−

 n∏
j=1

eitjxj

 dλn(t)

 dµ(x)

= k−n
∫
Rn

 λn(Bk(0))−
∫
Bk(0)

 n∏
j=1

eitjxj

 dλn(t)

 dµ(x)

(?)

Noting the independence of the Lebesgue measure:

∫
Rn

∏
j∈[n]

f(tj) dλn(t) =

∏
j∈[n]

∫
Rn

f(tj) dλ1(tj) and that Bk(0) ⊂ [−k1, k1] we continue to obtain

(?) = k−n
∫
Rn

 (2k)n −

 n∏
j=1

k∫
−k

eitjxj dλ1(tj)

 dµ(x)

=

∫
Rn

 2n − k−n
 n∏
j=1

k∫
−k

cos(tjxj) + i sin(tjxj) dλ1(tj)

 dµ(x) (??)

Now by antisymmetry of sine, we have that

k∫
−k

cos(tjxj)+i sin(tjxj) dλ1(tj) =

k∫
−k

cos(tjxj) dλ1(tj)+i

k∫
−k

sin(tjxj) dλ1(tj) =

k∫
−k

cos(tjxj) dλ1(tj)

And so, noting that 1− sin(kx)
kx = 0, we have

(??) =

∫
Rn

 2n − k−n
 n∏
j=1

k∫
−k

cos(tjxj) dλ1(tj)

 dµ(x)

11



=

∫
Rn

 2n − k−n
 n∏
j=1

2 sin(kxj)

xj

 dµ(x)

= 2n
∫
Rn

1−

 n∏
j=1

sin(kxj)

kxj

 dµ(x)

= 2n
∫

{x:|x|> 2
k }

1−

 n∏
j=1

sin(kxj)

kxj

 dµ(x)

= 2n
∫

{x:|x|> 2
k }

1−

 n∏
j=1

1

k|xj |

 dµ(x)

=

∫
{x:|x|> 2

k }

2n

1−

 n∏
j=1

1

k|xj |

 dµ(x)

=

∫
{x:|x|> 2

k }

2n
(
1− 2−n

)
dµ(x) (

?
??)

=
∫

{x:|x|> 2
k }

1 dµ(x)

= µ

({
x ∈ Rn : |x| > 2

k

})

where (
?
??) is because

(
1−

[
n∏
j=1

1

k|xj |

])
is minimized when

1

k|xj |
is maximized

at xi = 2
k .

Lemma 3.4. Let (µk)k=1 ⊂ Rn∩Pn. If µ̂k
k↑∞−−−→ µ̂ is continuous at the origin,

then (µk)k=1 tight.

Proof. From the previous lemma, we have, for all k > 0

µ

({
x ∈ Rn : |x| > 2

k

})
5 k−n

∫
Bk(0)

µ̂(0)− µ̂(t) dλn(t)

And since µ̂k
k↑∞−−−→ µ̂: ∀ε > 0 ∃ k∗ > 0 s.t.

k-n
∗

∫
Bk∗ (0)

µ̂(0)− µ̂(t) dλn(t) < ε

12



and by dominated convergence ∃ J s.t.

k-n
∗

∫
Bk∗ (0)

µ̂j(0)− µ̂j(t) dλn(t) < ε ∀j > J

which implies

µj

({
x ∈ Rn : |x| > 2

k∗

})
< ε

From Lemma 3.3, ∃ k` for each (µ`)`5J s.t.

µ`

({
x ∈ Rn : |x| > 2

k`

})
< ε

So if we take k̃ = min({k∗, k1, ..., kJ}), we have that

µj

({
x ∈ Rn : |x| > 2

k̃

})
< ε ∀j = 1

hence (µk) is tight.

Lemma 3.5. Let (µk) ⊂ R ∩Pn. If µ̂k
k↑∞−−−→ f , where f is continuous at the

origin, then ∃ µ s.t. µk
k↑∞−−−→ µ and µ̂ = f .

Proof. From Lemma 3.4 and Theorem B.16, there exists (µkj )j=1 ⊂ (µk)k=1

which converges completely to some µ. Now, by Lemma 3.2, we have that

µ̂kj
j↑∞−−−→ µ̂, and so f = µ̂. From the uniqueness of the characteristic function,

the limit µ is independent of the sequence (µkj )j=1, and thus, by Corollary B.19,

µk
k↑∞−−−→ µ

Proof of Theorem 3.1.
“ =⇒ ”: By weak convergence we have

µ̂n(t) =

∫
Rn

ei〈t,x〉dµn(x)
n↑∞−−−→

∫
Rn

ei〈t,x〉dµ(x) = µ̂(t)

“⇐= ”: The result follows from Lemma 3.5..

4 Convolution of Measures

For all B ∈ Bn and x ∈ Rn, let

B − u = {b− u : b ∈ B}

For any µ1, µ2 ∈Pn and B ∈ Bn, the function

z 7→ µi(B − z)

is a bounded function and measureable.

13



Theorem 4.1 (Convolution of Measures). Let µ1, µ2 ∈ Pn ∩ Rn, then the
convolution

µ(•) = [µ1 ∗ µ2](•) =

∫
Rn×Rn

1•(x+ y) d[µ1 ⊗ µ2](x, y) =

∫
x+y∈•

d[µ1 ⊗ µ2](x, y)

is a finite measure, and

µ(•) =

∫
Rn

µ2(x− •) dµ1(x) =

∫
Rn

µ1(• − y) dµ2(y)

Proof. Clearly

µ(B) =

∫
Rn×Rn

1B(x+ y) d[µ1 ⊗ µ2](x, y)

5
∫

Rn×Rn

d[µ1 ⊗ µ2](x, y)

= [µ1 ⊗ µ2](Rn × Rn) = µ1(Rn)µ2(Rn) <∞ ∀B ∈ Bn

Now let (An)n=1 ⊂ Bn be a disjoint sequence, then, noting that 1Ai]Aj =
1Ai + 1Aj ∀i 6= j,

µ(
⊎
n=1

An) =

∫
Rn×Rn

1]An(x+ y) d[µ1 ⊗ µ2](x, y)

=

∫
Rn×Rn

∑
n=1

1An(x+ y)

 d[µ1 ⊗ µ2](x, y)

DC
=
∑
n=1

 ∫
Rn×Rn

1An(x+ y) d[µ1 ⊗ µ2](x, y)


=
∑
n=1

µ(An)

where dominated convergence comes from the disjointness of An, that is, given
an (x, y), x+y only belongs to at most one An, hence

∑
n=1

1An(x+y) 5 1, which

14



is integrable. Finally, let B ∈ Bn, then

µ(B) =

∫
x+y∈B

d[µ1 ⊗ µ2](x, y)

=

∫
x∈B−y

d[µ1 ⊗ µ2](x, y)

=

∫
Rn×Rn

1B−y(x) d[µ1 ⊗ µ2](x, y)

=

∫
Rn

µ1(B − y) dµ2(y)

and similarly we obtain µ(B) =

∫
Rn

µ2(x−B) dµ1(x).

Theorem 4.2 (Convolution Theorem). Let µ1, µ2 ∈ Rn, and µ = µ1 ∗µ2, then
µ̂ = µ̂1 · µ̂2.

Proof. With dµ(u) = 1u(x+ y)d[µ1 ⊗ µ2](x, y), we have

µ̂(t) =

∫
Rn

ei〈t,u〉dµ(u)

=

∫
Rn×Rn

ei〈t,x+y〉d[µ1 ⊗ µ2](x, y)

=

∫
Rn×Rn

ei〈t,x〉ei〈t,y〉d[µ1 ⊗ µ2](x, y)

=

 ∫
Rn

ei〈t,x〉dµ1(x)

 ∫
Rn

ei〈t,y〉dµ2(y)


= [µ̂1 · µ̂2](t)

Now, using the uniqueness of the characteristic functions, we immediately
have

Corollary 4.3. The product of the characteristic functions of two Radon mea-
sures is the characteristic function of a Radon measure.

Consequences of the above corollary is that the product of the character-
istic functions of two probability measures is the characteristic function of a
probability measure.
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Preliminaries∗

∗This section has not been developed in detail as the focus of this text is characteristic
functions. The details are left as a future work.



A Topology

Definition A.1 ( Topology, Open/Closed Sets). Let Ω be a non-empty set,
then a collection τ ⊆ 2Ω is a topology if

i. ∅,Ω ∈ τ

ii. T1, T2 ∈ τ =⇒ T1 ∩ T2 ∈ τ

iii. (Ti)i∈I⊂R ⊂ τ =⇒
⋃
i∈I

Ti ∈ τ

Sets in τ are called open, if T c ∈ τ then T is closed, and if T is both open and
closed it is clopen.

Definition A.2 (Set Closer). Let (Ω, τ) be a topological space. The closer of a
set B ⊂ Ω is the smallest closed set B̄ such that B ⊆ B̄.

Definition A.3 (Interior Points). Let (Ω, τ) be a topological space and B ⊂ Ω.
A point b ∈ B is an interior point if there exists an open set containing b
completely contained in B.

Definition A.4 (Boundary of a Set). Let (Ω, τ) be a topological space. The
boundary of a set B ⊂ Ω is its closer less its interior, that is

∂B = B̄ \B◦

B Measure Theory

B.1 Basic Measure Theory

Definition B.1 (σ-Algebra). Let Ω be a non-empty set. A collection F ⊂ 2Ω

is a σ-algebra if

i. Ω ∈ F

ii. A ∈ F =⇒ Ac ∈ F

iii. (Ai)i=1 ⊂ F =⇒
⋃
i=1

Ai ∈ F

Definition B.2 (Measurable Maps / Random Variables). A map X : (Ω,F)→
(Ω′,F ′) is called measurable if

X−1(F ′) ⊂ F

17



Definition B.3 ((Probability) Measure). Let (Ω,F) be a measureable space,
the set function µ : F → R+

0 ∪ {∞} is a measure if

i. µ(∅) = 0

ii. µ(
⊎
Ai) =

∑
i=1

µ(Ai)

The measure µ is called a probability measure if µ(Ω) = 1. The space of
all probability measures on (Ω,F) is denoted P(F); we will reserve Pn to be
P(B(Rn)).

Definition B.4 (Inner Regularity, Borel Measures, & Radon Measures). A
σ-finite measure µ on a topological 1 measure space (Ω,F , τ) is

i) Inner regular / tight if

µ(B) = sup(µ(K) : K ⊆ B is compact) ∀B ∈ F

ii) a Borel measure if

∀ω ∈ Ω ∃ Uω ∈ τ s.t. µ(Uω) <∞

iii) a Radon measure if µ is Borel and inner regular

Further, the set of Radon measures on F will be denoted R(F); we will reserve
Rn to be R(B(Rn)).

Corollary B.5 (Approximation by Compact Sets). If µ ∈ R(F), then

∀(ε > 0, B ∈ F) ∃K ∈ F (compact) s.t. µ(B \K) < ε

Proof. Immediate from inner regularity.

Definition B.6 (Image Measure / Distribution). Let X : (Ω,F ,P)→ (Ω′,F ′)
be a random variable, then we can endow (Ω′,F ′) with the distribution, often
called the image measure, µ = X#P = P ◦X−1

Theorem B.7 (Image Measure Integration). Let X : (Ω,F , µ)→ (Ω′,F ′) and
µ′ = X#µ. Assume f ∈ L1(Ω′,R;µ′), then f ◦X ∈ L1(Ω,R;µ) and∫

Ω

f ◦X dµ =

∫
Ω′

f dµ ◦X−1 =

∫
Ω′

f dµ′

1the topology will usually be implicit
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Proof. Use the standard mechanism2.

Definition B.8 (Distribution Function). If (Rn,Bn, µ) is a finite measure
space, then the distribution function of µ is given by

Fµ : Rn → [0, µ(Rn)]

x 7→ µ((−∞, x))

Theorem B.9 (Properties of the Distribution Function). A distribution func-
tion, Fµ, has the following properties

i) x1 5 x2 =⇒ Fµ(x1) 5 Fµ(x2) (nondecreasing)

ii) lim
x↓-∞

Fµ(x) = 0

iii) lim
x↑∞

Fµ(x) = µ(Rn)

iv) lim
δ↓0

Fµ(x− δ) = Fµ(x) (left continuous)

Note: Sometimes distribution functions are defined on right inclusive intervals
(i.e. x 7→ µ((−∞, x])), in which case property (iv) would become right continu-
ous lim

δ↓0
Fµ(x+ δ) = Fµ(x)

Proof.

i) Fµ(x2) = µ((-∞, x2)) = µ((-∞, x1) ] [x1, x2))

= µ((-∞, x1)) + µ([x1, x2))

= µ((-∞, x1)) = Fµ(x1)

ii) Let xn
n↑∞−−−→ -∞. By monotone convergence

0 = µ(∅) = µ( lim
n↑∞

⋂
(−∞, xn))

M.C.
= lim

n↑∞
µ(
⋂

(−∞, xn))

iii) Let xn
n↑∞−−−→∞.

µ(Rn) = µ( lim
n↑∞

⋃
(−∞, xn))

M.C.
= lim

n↑∞
µ(
⋃

(−∞, xn))

iv) µ((-∞, x)) = µ

(
lim
δ↓0

(-∞, x− δ)
)
M.C.
= lim

δ↓0
µ ((-∞, x− δ))

2Show it works for indicator functions, then step functions, then positive integrable func-
tions, then general integrable functions.
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Definition B.10 (Continuity Sets and (Dis)Continuity Points). Let (Ω,F , µ)
be a probability space. A set C ∈ F is a continuity set of µ if

µ(∂C) = 0

Further, if F = B(Rn), then a point x ∈ Rn is a continuity point of µ if

lim
δ↓0

µ((−∞, x− δ]) = µ((−∞, x])

and a discontinuity point if

lim
δ↓0

µ((−∞, x+ δ]) = µ((−∞, x]) 6= lim
δ↓0

µ((−∞, x− δ))

Definition B.11 (Uniform Boundedness). A collection B of measures on F is
uniformly bounded if ∃M > 0 such that

µ(Ω) 5M ∀µ ∈ B

Definition B.12 (Tightness of Measures). A collection T ⊂P(F) is tight if

∀ε > 0 ∃Kε ∈ F(compact) s.t. µ(Ω \Kε) < ε ∀µ ∈ T

B.2 Convergence in Measure & Its Consequences

Definition B.13 (Weak Convergence in Measure / Convergence in Distribu-

tion). A sequence of measures (µn)n=1 converges weakly to µ, denoted µn
w−⇀ µ,

if

µn(C)
n↑∞−−−→ µ(C) ∀C ∈ F (bounded) s.t. µ(∂C) = 0

That is, µn converges to µ on the bounded continuity sets of µ.

Definition B.14 (Complete Convergence in Measure). A sequence of measures

(µn)n=1 converges completely to µ, denoted µn
w−→ µ, if it converges weakly and

µn(Ω)
n↑∞−−−→ µ(Ω).

Corollary B.15. If µn
n↑∞−−−→ µ, then (µk)k=1 is tight.

Proof. See Corollary 2.6.2 pg. 33 of [1].

Theorem B.16 (Helly’s First Theorem). If a sequence of measures (µn)n=1 is

uniformly bounded, then ∃(µnk)k=1 which converges weakly to some measure µ.

Further, if (µn)n=1 is a sequence of measures which is uniformly bounded and

tight ∃(µnk)k=1 which converges completely to some measure µ.
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Proof. See Theorem 2.6.1 pg. 29 of [1].

Theorem B.17 (Helly’s Second Theorem). Let (µk)k=1 ⊂ Rn. If (µk) is

uniformly bounded and converges weakly to µ and if f ∈ C 0
b (Rn,C), then∫

B

f dµk
k↑∞−−−→

∫
B

f dµ

for any bounded continuity set B of µ.

Proof. See Theorem 2.6.4 pg. 34 in [1].

Theorem B.18 (Helly-Bray / Narrow Convergence). A sequence of measures
(µn)n=1 converges weakly to µ iff ∀ ψ ∈ C 0

b (Ω,R)∫
ψ dµn

n↑∞−−−→
∫
ψ dµ

Proof. See Theorem 2.6.5 pg. 35 in [1].

Theorem B.19.

i) If (µk)k=1 is uniformly bounded and if µkj
j↑∞−−−⇀ µ for any weakly conver-

gent subsequence (µkj )j=1 ⊂ (µk)k=1, then µk
k↑∞−−−⇀ µ.

ii) If (µk)k=1 is uniformly bounded and tight and if µkj
j↑∞−−−→ µ for any weakly

convergent subsequence (µkj )j=1 ⊂ (µk)k=1, then µk
k↑∞−−−→ µ.

Proof. For (i) we will do a proof by contradiction: We have that for all weakly

convergent subsequences (µkj )j=1 that µkj
j↑∞−−−⇀ µ for some µ; now suppose

that ¬(µk
k↑∞−−−⇀ µ), then ∃ a bounded µ-continuity set B ∈ F and some ε > 0

s.t. ∀K > 0 ∃ kj > K s.t.

|µkj (B)− µ(B)| > ε (?)

Now, let’s focus on these (µkj )j=1; since (µk) is uniformly bounded, the sub-

sequence (µkj ) too is uniformly bounded; hence, by Theorem B.16, we can
extract a weakly convergent subsequence (µkji )i=1 ⊂ (µkj )j=1. By hypothesis,

all weakly convergent subsequences converge to µ, but this contradicts (?). (ii)
follows by a similar argument.
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Theorem B.20 (Equivalence of Measures). Let (Ω,F) be an arbitrary measur-
able space and µi ∈P(F) (i = 1, 2), then the following are equivalent:

i) µ1 = µ2

ii)

∫
ψ dµ1 =

∫
ψ dµ2 ∀ψ ∈ C 0

b (Ω)

iii)

∫
ψ dµ1 =

∫
ψ dµ2 ∀ψ ∈ C 0

b,p(Ω)

iv)

∫
ψ dµ1 =

∫
ψ dµ2 ∀ψ ∈ C 0

b,c(Ω)

Proof. See Theorem 2.2.1, pg. 13 in [1].

Example B.21. Let µk ∼ N
(
x,

1

k
In

)
be an n-dimensional Gaussian distri-

bution where In is the n× n identity matrix. Then∫
Rn

ψ dµk =

(
k

2π

)n
2
∫
Rn

ψ(z) e-
k
2 ||z−x||

2
2 dλn(z)

and by taking z̃ =
√
k(z − x) we obtain

1

(2π)
n
2

∫
Rn

ψ

(
x+

1√
k
z̃

)
e-

1
2 ||z̃||

2
2 dλn(z̃)

k↑∞−−−→
D.C.

1

(2π)
n
2

∫
Rn

ψ(x) e-
1
2 ||z̃||

2
2 dλn(z̃) = φ(x)

where the dominating function is ||ψ||∞; hence∫
Rn

ψ dµk
k↑∞−−−→ ψ(x) =

∫
Rn

ψ dδx

Therefore, µk
k↑∞−−−⇀ δx.

B.3 Derivatives of Measures

Definition B.22 (Lower and Upper Measure Derivatives). Let µ, ν ∈ Rn. The
lower and upper derivatives of ν w.r.t. ν are

Dµν(x) =

lim inf
δ↓0

ν(Bδ(x))

µ(Bδ(x))
: µ(Bδ(x)) > 0 ∀δ > 0

∞ : ∃δ > 0 s.t. µ(Bδ(x)) = 0
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and

Dµν(x) =

lim sup
δ↓0

ν(Bδ(x))

µ(Bδ(x))
: µ(Bδ(x)) > 0 ∀δ > 0

∞ : ∃δ > 0 s.t. µ(Bδ(x)) = 0

Note: 0 5 Dµν(x) 5 Dµν(x) ∀x

Lemma B.23. Let µ, ν ∈ Rn, then ∀B ∈ B(Rn) and α ∈ (0,∞)

i) B ⊆ {x : Dµν(x) 5 α} =⇒ ν(B) 5 αµ(B)

ii) B ⊆ {x : Dµν(x) = α} =⇒ αµ(B) 5 ν(B)

Proof. Utilizes a corollary of the Besicovitch’s Covering Theorem: See Lemma
6.5 pg. 7 in [2].

Theorem B.24. Let µ, ν ∈ Rn, then

µ({z ∈ Rn : Dµ(z) =∞} ∪ {z ∈ Rn : Dµν(z) < Dµν(z) <∞}) = 0

That is, Dµν(x) = Dµν(x) <∞ ∀µx ∈ Rm.

Proof. For a fixed k,

{x ∈ Bk(0) : Dµ(v) =∞} ⊆ {x ∈ Bk(0) : Dµ(v) = α} ∀α > 0

Hence, by Lemma B.23,

µ({x ∈ Bk(0) : Dµ(v) =∞}) 5 ν({x ∈ Bk(0) : Dµ(v) = α})

5
1

α
ν(Bk(0))

α↑∞−−−→ 0

Now, take 0 < α < β and Aαβ = {x ∈ Bk(0) : Dµ(x) < α < β < Dµ(x) < ∞}.
Then, again by Lemma B.23, we have

ν(Aαβ) 5 αµ(Aαβ) and βµ(Aαβ) 5 ν(Aαβ)

hence, αµ(Aαβ) = βµ(Aαβ). But since α 6= β, we have µ(Aαβ) = 0. Observing
that

{ x ∈ Bk(0) : Dµν(u) < Dµν(u) <∞} =
⋃

α,β∈Q+

α<β

Aα,β

we have

µ({ x ∈ Bk(0) : Dµν(u) < Dµν(u) <∞}) 5
∑

α,β∈Q+

α<β

µ(Aα,β) = 0
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With the above theorem, taking

N = {x ∈ Rn :
q
Dµ(x) =∞

y
∨

q
Dµν(x) < Dµν(x) <∞

y
}

we define

Dµν(x) =

{
Dµν(u) : x 6∈ N
∞ : x ∈ N

Theorem B.25 (Dµν-Measurability). Let µ, ν ∈ Rn, then Dµν(u) is measur-
able.

Proof. First we show that x 7→ µ(Br(x)) is upper semicontinuous: Let xn → x,
then

∀(ε > 0, r > 0) ∃ N ∈ N s.t. Br(xn) ⊆ Br+ε(x)

By monotonicity of µ
µ(Br(xn)) 5 µ(Br+ε(x))

and so
lim sup
n↑∞

µ(Br(xn)) 5 µ(Br+ε(x))

By taking ε ↓ 0, and again by monotonicity,

lim sup
n↑∞

µ(Br(xn)) 5 µ(Br(x))

In a similar fashion we can show that x 7→ ν(Br(x)) is upper semicontinuous.
Now take N as above, and for x ∈ Rn \N we have µ(Br(x)) > 0 ∀r > 0, and so

Dµν(x) = lim
r↓0

ν(Br(x))

µ(Br(x))
<∞

Since N is a µ-measurable null set where Dµν = ∞, we have that Dµν is
µ-measurable.

Theorem B.26 (Radon–Nikodym on Rn). Let (Rn,B(Rn)) be a measurable
space and µ, ν ∈P(F) such that Nµ ⊆ Nν (ν � µ), then

ν(B) =

∫
B

Dµν dµ ∀B ∈ B(Rn)

Proof. See Theorem 2.26 pg. 10 in [2].
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Theorem B.27 (Lebesgue(-Besicovitch) Differentiation). Let µ be a Radon
measure on Rn. For f ∈ L1

loc(Rn;µ)

lim
δ↓0

1

µ(Bδ(x))

∫
Bδ(x)

f dµ = f(x) ∀µx ∈ Rn

Proof. It is sufficient to prove the theorem for f = 0 and f ∈ L1(Rn;µ). We
can define a positive linear functional

Λψ =

∫
Rn

ψf dµ ∀ψ ∈ C 0
c (Rn)

By the Riesz representation theorem, there exists a Radon measure ν satisfying∫
Rn

ψ dν =

∫
Rn

ψf dµ ∀ψ ∈ C 0
c (Rn)

Now, by Theorem B.20, we have that

ν(B) =

∫
B

f dµ ∀B ∈ B(Rn)

Now, by Theorem B.24,

lim
r→0

ν(Br(x))

µ(Br(x))
= lim
r→0

1

µ(Br(x))

∫
Br(x)

f dµ = Dµν(x) ∀µx ∈ Rn (?)

and, by Theorem B.26,

ν(B) =

∫
B

f dµ =

∫
B

Dµν(x) dµ ∀B ∈ B(Rn)

Hence
f = Dµν ∀µx ∈ Rn (??)

With (?) and (??) we have the result.

C Analysis

Definition C.1 (Equicontinuity). A collection of functions (fi)i ∈ I on Ω is
equicontinuous if

∀ε > 0 ∃ δ s.t. |fi(ω)− fi(ω̃)| < ε ∀(i ∈ I ; ω, ω̃ ∈ Ω s.t. |ω − ω̃| < δ)
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Definition C.2 (Algebra of Functions). A collection of K-valued functions on
Ω, denoted A, is an algebra if for all f, g ∈ A and c ∈ K

i) f + g ∈ A

ii) fg ∈ A

iii) cf ∈ A

Definition C.3 (Function Set Separating Points). Let A be a set of functions
on Ω. A is said to separate points of Ω if

∀ x, y ∈ Ω (x 6= y) ∃ f ∈ A s.t. f(x) 6= f(y)

Theorem C.4 (Complex Form of the Stone-Weierstrass). Let Ω be a compact
metric space. If a subalgebra A ⊆ C 0(Ω,C), containing the constant functions
on Ω, separates points of Ω, then A is dense in the Banach space C 0(Ω,C).

Proof. See 7.3.2, pg. 139 in [3].

Definition C.5 (Trigonometric Polynomials). A trigonometric polynomial is
a complex valued function of the form

x 7→
N∑

n=−N
cne

iπnx

and in the multivariate case

x 7→
N∑

t1=−N
· · ·

N∑
tn=−N

c(t1,...,tn)e
i〈t(1,...,n),x〉

where t(1,...,n) = [t1, ..., tn]T .

Corollary C.6. Let f be a function defined on Rn which is periodic with period
Tj with respect to the jth variable (j = 1, ..., n). Then f is the uniform limit in
N of a sequence of trigonometric polynomials

fN (x) =

N∑
t1=−N

· · ·
N∑

tn=−N
c(t1,...,tn) exp

2πi

n∑
j=1

tjxj
Tj


=

N∑
t1=−N

· · ·
N∑

tn=−N
c(t1,...,tn)e

i〈t̃(1,...,n),x〉

where t̃(1,...,n) = 2π ·T−1t(1,...,n) and T = diag(T1, ...Tn).
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Proof. See 7.4.1 pg. 139 in [3].

Definition C.7 (Positive Linear Functional & Sublinear). ` ∈ Ω∗ is positive
linear if

∀ ω = 0 =⇒ `(ω) = 0

and is sublinear if ∀ω1, ω2 ∈ Ω and α ∈ R+
0

i. `(ω1 + ω2) 5 `(ω1) + `(ω2)

ii. `(αω1) = α`(ω1)

Theorem C.8 (Riesz Representation). Let (Θ, d) be a metric space, then ∀ positive ` ∈
C 0
b (Θ)∗ ∃ inner regular µ ∈P(B(τd(Θ))) s.t.

`(f) =

∫
Θ

f dµ ∀ f ∈ C 0
b (Θ)

Proof. See Theorem 7.3, pg. 22 in [4].

Definition C.9 (Cauchy Principal Value). Let f :→R be a function such that
∀ε > 0 f ∈ L1(R\ (-ε, ε);λ), then the Cauchy principal value of f is, if it exists,
is

PV (f) := lim
ε↓0

∫
R\(-ε,ε)

f dλ

Example C.10. Let f be a symmetric integrable function, then

PV

(
f(x)

x

)
= 0

by antisymmetry of
1

x
.
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