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1. INTRODUCTION

Software classification is the process of sorting applications into categories of similar software based on specific criteria. For instance, software can be placed into categories of 32-bit programs versus 64-bit programs, or applications that run on Windows versus applications that run on OS X. Providing a heuristic for these categorizations ranges in difficulty. The aforementioned examples are trivial, as all of the information necessary to achieve the classification lies in the application header data. Other criteria for categorizing software, however, require a thorough analysis in order to make the correct distinctions.

The problem of software classification has been previously examined, and its use for authorship [2], quality [3], and content attribution [4] is apparent. This field, however, can have far-reaching implications on new problem spaces as well. For instance, system administrators maintaining critical systems often need to quickly determine various information about new software appearances. In terms of digital forensics, recognizing more detailed semantic qualities of applications is essential. Current methods for determining vital semantic data require deep dynamic analysis or manual reverse engineering [5, 6]. While a thorough understanding of the instruction sequences of an application will most likely require some human expertise and manual analysis, the process can be assisted with some basic categorical knowledge. Is the application obvious malware? Is the program a mutation or new version of a known, preexisting program? Is the software packed or not? It is for these reasons that a means of rapidly classifying software into categories through evolved decision trees is proposed in this thesis.

A focus was placed on performing three primary experiments. First, an experiment was executed wherein software was categorized based on the compiler and
optimization flags used during development. Next, multiple versions of the same software were categorized. The third goal was to classify a set of software based on the author that wrote it. Although the versioning, authorship, and compiler identification problems have been tackled in previous research [2, 6, 7, 8], these experiments are an initial demonstration of the overall approach. The same algorithm was used to categorize software based on a variety of criteria. Furthermore, due to the absence of any dynamic analysis in the algorithm, it performs more efficiently than many previous approaches. Over 90% accuracy was achieved when matching test programs to categories in all three experiments, and the resulting decision heuristics that are derived can quickly be reused to categorize more software without requiring thorough binary analysis. A fourth experiment was also performed to classify software based on functionality, but the features used to perform this experiment were not tailor-made for that problem set, and the ultimate accuracy suffered as a result.

Many algorithms exist for developing decision trees, such as Chi-squared Automatic Interaction Detection (CHAID) [9, 10], Iterative Dichotomiser 3 (ID3) [11], and its successor, C4.5 [12]. However, due to some known performance issues with ID3 and a lower success rate on prediction problems when using CHAID [13, 14], a different technique was employed. C4.5 does suffer from many of these drawbacks, and it was therefore used as a basis for comparison in these experiments.

An approach utilizing Genetic Programming (GP) [15] was used to generate the decision trees. A GP algorithm is a population-based evolutionary algorithm that uses natural selection to reach a solution. GP solutions are often encoded with a tree structure. This structure is ideal as the tree representation translates directly into the decision trees that are employed to categorize applications. Although this is a reinforcement learning technique, a training set was still applied to assist the learning process. GP algorithms usually have a long runtime due to the many evolutionary cycles they must perform before converging to a satisfactory solution, and while this is
true of the GP employed in this decision tree approach, applying the evolved decision
trees on new software takes only seconds. The performance of the resultant decision
trees was compared to the matching accuracy of C4.5 using the same feature sets. In
every case, the GP method outperformed C4.5.

The remainder of this thesis is structured in the following way: Section 3 con-
tains related work in the areas of software classification, decision trees, and heuristic
development is presented, followed by a description of the features used and the
methodology of the GP approach in Section 4 and Section 5, respectively. Section
6 contains detailed explanations of the experiments performed, and Section 7 shows
the results. The thesis concludes with a discussion of the results in Section 8 and the
possible applications of this categorization technique in Section 9.
2. BACKGROUND

2.1. EVOLUTIONARY COMPUTATION

Evolutionary Computation (EC) is a subfield of computational intelligence. There are a large number of computational intelligence algorithms that address very different problem classes. Supervised learning algorithms use known, labeled data to train a model in order to make predictions on unlabeled data. Unsupervised learning algorithms use no training data and have no knowledge of the problem domain, but make predictions based on a pattern of incoming data. Reinforcement algorithms are an intermediate option wherein training data is not required, but a knowledge of the problem domain allows the algorithm to evaluate the quality of attempted solutions [16].

EC is a population-based, iterative reinforcement learning technique inspired by neo-darwinian evolution theory and Mendelian genetics, often used in optimization problems [17]. The use of a population offers a parallel approach to finding a global solution in the search space. Searching for a solution with a reinforcement algorithm can be simplified into two basic components: exploration and exploitation. Exploration means searching unexplored areas of the search space in order to gain new knowledge. Exploitation refers to the use of known information to produce more optimal solutions [18]. EC performs performs a mix of both exploration and exploitation to arrive at a solution [16].

2.1.1. EC Cycle. There are many kinds of evolutionary algorithms, but they all follow a cyclic process. The general cycle of EC is illustrated in Figure 2.1 and a general overview of the steps follows.
**Initialization.** During this phase of the algorithm, a population of size $\mu$ is generated as a starting point for the evolutionary process. The starting population is typically a set of initial, explorative guesses at the solution.

**Fitness Evaluation.** The fitness evaluation determines a numerical value calculated to represent the quality of the solution as it pertains to the ultimate goal of the evolution. The fitness evaluation varies from problem to problem. It makes up the reinforcement phase of the learning process.

**Parent Selection.** Parent selection is the algorithm that pairs up the two individuals that will mate to produce new solutions. An example of a parent selection is $k$-tournament, where $k$ randomly-selected individuals are compared and the winner is selected. Two tournament winners are paired together to recombine.

**Recombination.** Recombination refers to the way in which the population mates to produce new solutions, or offspring. Existing solutions are typically paired
up with a parent selection algorithm, broken into fragments, and recombined to produce \(\lambda\) offspring. The offspring contain components from both parent solutions. The possible recombination methods depend on the representation used for the individuals. Recombination exploits previously-explored portions of the search space to reach better solutions.

**Mutation.** Mutation is a way of manipulating existing solutions to introduce new possibilities into the gene pool. For instance, if the individuals are represented as binary strings, a viable mutation option is to randomly flip a bit. Even if both parents of a solution do not contain a certain component of a solution, mutation offers the chance to explore that option. Mutation, unlike recombination, is more of an exploration phase. It is an essential component in EC as it allows the algorithm to escape local optima in order to reach a global optimum.

**Survival Selection.** This step of the cycle is a major component of the “natural selection”, as an algorithm is used to determine which solutions in the population should remain in order to reproduce and which should be discarded. Survival selection can be performed a number of ways, each with varying effects on the overall selective pressure on the system. An example of a survival selection algorithm is truncation, where the top \(\mu\) solutions remain to make up the solution in the next cycle and the rest are discarded.

**Termination.** The termination represents the conditions under which the cycle is broken and the solutions are accepted as final. Termination could be determined with a multitude of criteria, such as reaching \(n\) number of fitness evaluations, reaching a maximum fitness value, or running for a certain amount of time.

**2.1.2. Genetic Programming.** GP is a population-based meta-heuristic EC technique \[15\]. In classic GP, each solution, encoded in an individual in the population, is represented with a tree wherein the leaf nodes take the form of some terminal value while the internal nodes perform functionality that relates the terminals.
The trees can represent many things, such as mathematical formulas, complex programming sequences, or, as shown later in this paper, decision making processes [19].

GP with a tree representation has its own set of recombination and mutation operators. Single-point crossover, for example, is a recombination method that selects a random point on each parent’s tree and swaps the sub-trees beneath that point. Sub-tree mutation is a classic mutation operation that stochastically generates a sub-tree and places it at a random location in an individual’s tree [15].

This tree structure, if kept unchecked, can cause solutions to grow very quickly. A maximum tree depth provides a hard cap for solutions, but if set too small, can limit the quality of the solutions that evolve from the algorithm. Parsimony pressure [20] can also be applied, which punishes solutions that bloat too much in order to favor smaller, more elegant solutions.
3. RELATED WORK

Significant contributions have been made to the fields of GP as it relates to developing new heuristics \[21, 22, 23, 24\], software classification \[3, 19\], version matching \[6, 7, 25\], author identification \[2\], and compiler attribution \[8\]. The research presented in this thesis takes inspiration from those ideas with distinct differences for the purposes of providing fast semantic categorization. Methods used in former papers provide solid results but either tend to focus on solving one kind of problem or require long running times. As a result, a hybrid of some of these concepts is proposed with the design of the GP-evolved decision trees.

The results of the GP are compared against the results of C4.5. C4.5 performs well in many domains, and it does not suffer from some of the drawbacks of its predecessors. J. Sun et al. \[13\] discuss several decision tree methods and cite numerous potential weaknesses. They note that the Iterative Dichotomiser 3 (ID3) algorithm, a precursor to C4.5, tends to overfit in noisy domains, inappropriately grow the size of decision trees, and is particularly impaired when handling continuous, numeric values. The attributes used in the decision trees are extracted from a highly noisy domain, and therefore this algorithm does not seem suitable for the same sort of problem. In \[26\], J. R. Quinlan addresses some of the shortcomings in ID3 and earlier releases of his C4.5 algorithm. A solution is offered in release 8 of the algorithm, wherein the Minimum Description Length (MDL) principle is used to remedy the issues. The MDL principle is based on a sender and receiver scenario. The sender encodes a possible classification solution, called a theory, into bits and sends the data to the receiver. Small theories are likely inaccurate, but require the transmission of fewer bits. More accurate and complex theories need more bits. The improved C4.5 algorithm applies this MDL concept in order to maximize accuracy while attempting
to minimize theory bit length. The effects of this approach improve the performance of the algorithm significantly when tested against older releases. This idea, however, is captured within GP as well. Selecting appropriate parsimony pressure can produce the same results as MDL, as smaller, less complex solutions are favored if accuracy remains acceptable [20]. C4.5 is the ideal decision tree algorithm to use as a basis for comparison.

Other decision tree algorithms exist that perform well in noisy domains, but are not as appropriately suited for the problems outlined in this thesis. CHAID, for instance, is an algorithm for developing a set of induction rules which can be used for classification [9]. CHAID makes use of a unique branching technique. A statistical test is used to group attributes within the data that are very similar. This allows the algorithm to determine how many branches are required. The trees produced allow for non-binary classifiers with one node branching off into many others. Due to the use of the Chi-squared test during the execution of the algorithm, noisy data is collapsed and post-order pruning is not required, such as in CART [10]. In [14], P. Lewicki et al. discuss the situations that best suit each decision tree algorithm. They suggest that CHAID is best in accomplishing analysis, particularly in marketing scenarios, while C4.5 is better at making predictions. All of the categorization experiments require accurate predictions, therefore C4.5 provides the most apt comparison for the evolved GP heuristics.

Using GP to generate heuristics is not a new concept. It is often chosen because, in scenarios such as software categorization, determining the appropriate formulas by which programs can be compared and classified is not inherently obvious. Since the optimal metrics could be far too complex and difficult to construct by hand, GP can be used to evolve a heuristic without the need for hand-tuned trial and error. According to [21] [22], the tree structure of a GP and its ability to mutate in order to escape local optima are ideal for evolving heuristics where little is known about
the possible final result. With appropriate selective pressure, the algorithm is able to explore a wide variety of options before converging to a final solution.

A survey by P. G. Espejo et al. [19] shows that there are multiple ways in which GP can be used in the classification field. The flexibility of GP representations allows for many kinds of models, which has led to numerous applications. Conditional operators, as well as other comparison operators, can easily be implemented in tree representations to generate classifiers. If the need for multiple classifiers to be used in conjunction with each other exists, ensemble classifiers can be evolved with GP. In instances where achieving conflicting goals is desired, multi-objective GP classifiers have been developed. No matter the type of classifier that is required, the quality must be measured through the use of a fitness function. There are many ways to model a problem using GP, and as such, there are many ways to assess a solution’s fitness. Common fitness function metrics for classification accuracy are precision, confidence, sensitivity, and specificity.

While GP is a solid method for building a classifier, other techniques have certainly been explored. K. Gao et al. [3] developed a classification system that uses several different feature selection algorithms, such as automatic hybrid search (AHS), with a combination of five different classifiers, including instance-based learning (k-nearest neighbor), multilayer perceptrons, support vector machines, naïve bayes, and logistic regression. They derived data by applying feature selection algorithms to numerous attributes. Metrics such as the number of loop constructs, the number of lines of code, and the span of variables have been considered. The results found with this method suggest two things. First, it is essential to remove metrics that are irrelevant and unnecessary for accomplishing the end goal so as to avoid oversaturating the possible terminals during evolution. Second, while the success of these techniques on a difficult problem like software quality classification is impressive,
there is a dependence on having access to the source code. Without the source code, certain metrics used in this work are difficult to extrapolate.

Software classification clearly has its merits, but it is not the only way to potentially solve the compiler and versions problems. V. Nagarajan et al. [7] attempt to tackle the version comparison problem, but take a drastically different approach than the categorization schemes considered in other papers. They specifically aim to detect version differences by using a similarity metric to match the call graphs and control flow of two programs. Their research attempts to identify situations in which two programs are functionally equivalent, but one is written in a more obfuscated manner. The applications are dynamically analyzed and every executed instruction is stored in tables of execution histories. An application is broken down into intraprocedural calls, interprocedural calls, and singular instructions. Due to the sporadic nature of multiple calls in potentially obfuscated code, V. Nagarajan et al. dynamically construct call graphs and perform flattening techniques so that the obfuscated code can accurately be matched to the execution history traces of another program. Although it performs well in many instances, some false-positives are found with this technique. In order to reduce the error, whenever one program’s calls or instructions match multiple sections of another program, a confidence measure is applied to each match. These confidence measures are calculated using the reachability of each node, found via the control flow structure, and prioritized in order to produce a successful error correction mechanism. The accuracy of this technique when applied to applications that have undergone common obfuscation techniques is high. When comparing many applications at once, the number of control flow comparisons that would be required to achieve this success rate ($n^2$) could become unmanageable. The work proposed in this thesis attempts to provide a more efficient method, requiring fewer comparisons and no dynamic analysis to produce accurate results when attempting to identify multiple versions of the same application.
Software can be altered to produce new versions of the same or similar functionality in a multitude of ways. The work of D. Bruschi et al. \[6\] attempts to find similarities in multiple malware applications wherein any variations occurred due to self-mutation. Their approach also involves dynamically tracing the execution of the malware. Identical instructions between malware instances are paired, and any deviations are transformed until a match is found so as to account for programming variations or optimization differences \[6\]. While this idea shows promise, the running times are long due to the need to dynamically analyze all calls and instructions. The amount of time it would take to consider all essential flow paths and execute all the necessary code transformations could be staggering in certain cases where application sizes are large. The techniques presented are invaluable in scenarios where analyzing malware is commonplace and detailed analysis is prioritized over quick semantic attribution. Only self-mutating malware is considered, and as a result, the solution does not seem ideal for categorizing large numbers of purely benign applications. As a contrast to this work, the decision trees evolved with the GP algorithm primarily consider mundane, non-malicious software in order to identify version differences.

Compiler attribution has been examined in much the same way as version classification. N. E. Rosenblum et al. \[8\] have performed deep analysis of program binaries to determine compiler origin, even if multiple compilers were used (such as when statically linked library code is included). Their work analyzes idioms, or simply put, opcode trigrams along with their respective operands. These sequences of three instructions at function entry points allow for pattern recognition that hints at compiler origin \[5\]. Furthermore, gaps between functions as well as intraprocedural branches are also used to model compiler behavior. Whether multiple compilers were used or not, the compiler matching accuracy reaches as high as 90%.

Their work extends beyond just compiler provenance. One of the biggest inspirations for this thesis comes from the ideas presented in \[2\]. N. E. Rosenblum et
al. use various features, such as $N$-grams, idioms, graphlets (several basic blocks retrieved from control flow for pattern matching), and super graphlets (graphlets spanning larger distances with some collapsed control flow) to determine code authorship from compiler binaries. Using a statistical feature selection technique, essential features are extracted which aid in the categorization of software based on programmer. $N$-grams and idioms assist in detecting patterns that comprise an author’s signature, allowing for high accuracy during classification. This thesis attempts to utilize some similar concepts in order to produce quick, reliable results for the version and compiler categorization problems as well as the authorship problem.
4. FEATURE SELECTION

In order to accurately develop a system of distinguishing and categorizing software, a heuristic for the decision making process of what software belongs in which group must be developed. However, many different criteria exist with which applications can be measured and grouped. For instance, programs that are simply version revisions of each other should intuitively have similar functionality while programs that are entirely different most likely contain very different instructions or code. There are a vast number of categories which software can be placed into, and a massive set of potential features that can resolve acceptance or denial into a particular group. Even when appropriate attributes are chosen, such as using byte N-grams to differentiate the programs, proper feature selection must be performed to obtain solid results [3]. For this reason, several different attributes to were considered, each with their own feature selection process. The attributes were chosen for their potential as distinguishing factors for the versions, authorship, and compiler problems. A data set for the version problem, composed of nineteen different applications with four to six versions each, totalling 90 programs, was used during experimentation. For the compilers problem, 61 programs compiled with GCC and Visual Studio, each with two different optimization levels for a total of 244 programs, were used. We ran the authorship experiment on a set of programs that were created by three different programmers. Each programmer independently solved the first ten challenges from Project Euler [7] in the same language and compiled them in the same manner. The following is an explanation of each attribute and its feature selection scheme.

4.1. LOW-LEVEL FEATURES

4.1.1. Cyclomatic Complexity. Cyclomatic complexity is a software metric that measures the logical complexity of an application. It was selected as a potentially useful feature as it was expected to aid in both the versions and compiler experiments. Programs that are merely different versions of each other likely have the same complexity if their functionality did not change much. Likewise, there is a possibility that complexity could be a factor in distinguishing compiler optimization. Higher amounts of optimization could decrease a program’s complexity, which would allow for some insights into compiler origin.

Cyclomatic complexity, in this case, is defined by the following equation:

\[ C = \text{edges} - \text{nodes} + 2P \]  

where \( C \) is the complexity, \( \text{edges} \) is the number of edges in the control flow graph, \( \text{nodes} \) is the number of nodes in the control flow graph, and \( P \) is the number of exit nodes in the control flow graph. Figure 4.1 illustrates this equation in practice.

Figure 4.1: A) edges=9; nodes=8; \( P=1 \); \( C=9-8+2(1)=3 \) B) edges=10; nodes=8; \( P=1 \); \( C=10-8+2(1)=4 \)
It is slightly higher-level metric than examining pure byte data, but it is based entirely on the control flow graph of an application. It ignores all of the truly high-level instruction information from disassembly. In the experiments, this equation is applied to an application on a per-function basis. The results of each function’s computed cyclomatic complexity are then averaged to produce the cyclomatic complexity for an entire program. The mean of all the cyclomatic complexity averages is calculated to produce a category’s complexity baseline. Test programs are then matched to categories based on smallest difference between a category’s complexity and their own complexity. Algorithm 1 shows the pseudocode for the feature extraction and matching algorithms.

**Algorithm 1 Cyclomatic complexity feature extraction algorithm**

```plaintext
function getComplexity(program)
    CTotal ← 0
    for all functions ∈ program do
        C ← edges − nodes + 2P
        CTotal ← CTotal + C
    CTotal ← CTotal/count(functions)
    return CTotal

function getCategoryComplexity(programs)
    finalC ← 0
    for all program ∈ programs do
        finalC ← finalC + getComplexity(program)
    finalC ← finalC/count(programs)
    return finalC

function matchPrograms(testPrograms, categories)
    for all testProgram ∈ testPrograms do
        minDiff ← ∞
        for all category ∈ categories do
            C ← getComplexity(testProgram)
            categoryComplexity ← getCategoryComplexity(category)
            diff ← | categoryComplexity − C |
            if diff ≤ minDiff then
                minDiff ← diff
                testProgramCategory ← category
```

4.1.2. **Byte N-Grams.** N-Grams are a method of partitioning data into \( N \)-sized chunks. These partitions can be used in many contexts, such as in textual data for classifying written documents \([27, 28]\). The information captured within an \( N \)-gram could provide insight into the contents of a document. For instance, the 3-grams, or trigrams, containing “win” and “ine” would very useful in identifying articles about fine wines. On the other hand, the trigram “the” is likely to show up in all English language articles. Determining which \( N \)-grams are useful and which are noise requires proper feature selection.

\( N \)-Grams can be used to partition software by bytes as well. Rosenblum et al. \([2]\) had great success in using \( N \)-grams to classify software by author. The numerous chunks of byte data key in on essential programming patterns which allow for the identification of the author. This same concept can applied to identifying other information about the software. In identifying compiler origin, the \( N \)-grams could reveal essential header data or the compiler’s allocation of registers. The case for using \( N \)-grams is most compelling when attempting to identify mutliple versions of the same software. It is expected for the applications to be very similar in terms of header data, functionality, and size. There are likely only marginal changes to the instructions. As such, the \( N \)-gram spread of two applications should be quite similar if they are merely different versions of each other.

The byte \( N \)-grams attribute, for the purposes of all experiments, contained only trigrams. Initial experiments were performed with bigrams and quadgrams as well, but their results were either virtually identical or significantly worse than the accuracies achieved with trigrams. Table 4.1 shows the results of the \( N \)-grams feature selection with \( N \) values of two, three, and four. The results were obtained from using 80% of each data set as the training set and 20% as the testing set.
Using different values of $N$ can have an impact on more than just accuracy. As $N$ increases, so do the number of possible $N$-grams that can exist, increasing both the processing time and storage resources required to compute the feature selection algorithm. There are 256 possible values for a byte, therefore the number of possible $N$-grams with $N$-byte sized fragments is $256^N$. As this is an exponential relationship, smaller values of $N$ are favored. The difference in cost of using trigrams versus bigrams is marginal in both processing time and resources, however, as each is a one-time cost per program, which is miniscule in comparison to the disassembly costs of higher-level features. As a result, trigrams were chosen for their superior performance.

The feature selection was performed by first placing trigrams of the programs in each category into histograms. The intersection of all of the histograms within a category comprised the feature set. It is not necessarily the most common $N$-grams that carry the most weight in correctly categorizing applications, but instead, a particular $N$-gram may carry immense weight with only a few appearances. By intersecting not only on the $N$-grams that all programs in a category have in common, but also on the frequency with which they appear, some of those scenarios are captured. With this scheme, a particular trigram appearing the same number of times in each of the programs of the category is added to the feature set. Once a set of $N$-grams is selected for a category, testing programs are introduced. Testing programs are matched to the category with which they have the highest number of histogram values in common. A pseudocode representation is shown in Algorithm 2.
Algorithm 2 Byte N-grams feature extraction algorithm

function getCategoryNGrams(programs)
    for all program ∈ programs do
        nGrams ← getNGramHistogram(program)
    for all program ∈ programs do
        for all nGram ∈ nGrams do
            if nGram ∈ otherProgs then
                if frequency(nGram) = frequency(otherProgs[nGram]) then
                    categoryNgrams ← categoryNgrams + nGram
            end
        end
    end
    return categoryNgrams
end

function matchPrograms(testPrograms, categories)
    for all testProgram ∈ testPrograms do
        testNGrams ← getNGramHistogram(testProgram)
        for all category ∈ categories do
            percentMatch[category] ← 0
            categoryNgrams ← getCategoryNGrams(category)
            for all nGram ∈ categoryNgrams do
                if nGram ∈ testNGrams then
                    if frequency(nGram) = frequency(testNGram) then
                        percentMatch[category] ← percentMatch[category] + 1
                        numNgrams ← count(categoryNgrams)
                        matchPercent[category] ← percentMatch[category]/numNgrams
                    end
                end
            end
            testProgramCategory ← category(max(matchPercent))
        end
    end
end

4.1.3. Bonding. Bonding is a concept presented in [29]. This graph metric has been useful in distinguishing many graph types, such as social graphs, and it was included in these experiments in an attempt to investigate its applicability in distinguishing control flow graphs. Bonding is calculated with a formula that takes the following form:

\[ B = \frac{6 \cdot \#\text{triangles}}{\#\text{length two paths}} \] (4.2)

Bonding refers to a ratio of triangles within the control flow to the number of potential triangles (2-paths). It takes a maximum value of one if a graph is complete, and zero if a graph contains no triangular subgraphs. In social graphs, triangular subgraphs identify situations where two people know a third person and also know
each other. A high bonding ratio in a social graph suggests that this occurs more frequently than situations where two people know a third but not each other. In a control flow graph, however, these subgraphs represent something very different. A triangular structure can represent many things, such as a single occurrence of a conditional sequence, a loop structure, or grouping of function calls.

The bonding was expected to be similar in applications that are version variations of each other. It was hypothesized that the control flow structure of an application would not change drastically if a program is simply a new version of existing software. In the case of compiler identification, the optimization level can have a large impact on the structure of a program’s control flow. Optimization for size, compile time, and efficiency produce different control flow graphs, which in turn affects the bonding value. The third experiment, author identification, had the potential to benefit from this metric as well. The way in which a person programs may affect the number of triangular subgraphs that result after compilation. It is also possible that the minor differences in coding habits do not have a large enough affect on the overall subgraph structure of the whole application. This feature was included in order to investigate these ideas.

As with complexity, the bonding values are calculated on a per-function basis from only the control flow graph data. The function bonding values are averaged to find the program values, and a category average is again evaluated for each category. Test programs are matched to categories based on the smallest difference between their bonding values and category averages.

4.2. HIGH-LEVEL FEATURES

4.2.1. System Calls. Extracting system calls from an application requires a higher-level look at the content of the software. System calls can take many different
forms. Allocating memory, exception handling, network connections, and registry manipulation are all examples of procedures that can be performed by making the right system calls. Examining the different calls a function makes elucidates a large portion of its functionality. As with N-grams, noise exists in this domain as well. An application’s primary purpose may be to establish a network connection, which could require a handful of different system calls. These system calls, while vital to the functionality, may appear only once. Other calls, however, such as exit procedures and exception handling, could be called numerous times for various conditions.

System calls were identified as possible discriminating features because different versions of the same program are likely to make the same types of calls due to their related functionality. They are likely less useful in distinguishing compilers and authors. Compiling the same application with a different compiler or optimization level would not have any effect on the system calls the programmer chose to make. In regard to authorship, a programmer may have a greater likelihood to make certain system calls that another programmer chooses not to use, but these distinctions are marginal at best.

When determining the proper way to select features with system calls, a balance needed to be achieved between the focus placed on the number of times each call was made within a category or program, versus the impact each call would have as a distinguishing factor. In order to create this balance, histograms of the system calls within each application were first created. The histograms were treated as vectors wherein the system calls denoted dimensions and the quantities determined the magnitudes of the vector. The vectors were then reduced to direction vectors in order to negate the impact of program size. An average direction vector was calculated for each category, and the resultant vector’s direction was then compared to the direction vector of test programs. The difference in direction from test program vectors and
category vectors was used to match programs to categories. Algorithm 3 shows a pseudocode implementation.

**Algorithm 3** System Calls feature extraction algorithm

```plaintext
function makeDirectionVector(systemCalls)
    sumFreqs ← 0
    for all systemCall ∈ systemCalls do
        sumFreqs ← sumFreqs + FREQ(systemCall)
    for all systemCall ∈ systemCalls do
        directionVector[systemCall] ← FREQ(systemCall)/sumFreqs
    return directionVector

function getCategorySystemCalls(programs)
    for all program ∈ programs do
        directionVector[program] ← makeDirectionVector(callHistogram)
    return averageVectors(directionVector, programs)

function matchPrograms(testPrograms, categories)
    for all testProgram ∈ testPrograms do
        testCalls ← makeDirectionVector(testProgram)
        for all category ∈ categories do
            sysCalls[category] ← getCategorySystemCalls(category)
            diff[category] ← directionDiff(sysCalls[category], testCalls)
            testProgramCategory ← category(min(diff))
```

### 4.2.2. Opcode N-Grams.

Our opcode N-gram attribute is a higher-level version of the byte N-grams feature. Opcode N-grams are gathered by producing N-grams from the instruction opcodes (excluding operands) of a disassembled application. This type of attribute is very similar to the idioms proposed in [2], and R. K. Shahzad et al. [30] have had great success in detecting adware through the use of opcode N-grams. By using a higher-level data repository for the N-grams, the feature extraction is able to key in on more semantic abstractions of an application’s content.

The versions experiment can benefit greatly from using opcode N-grams, as a majority of the functionality and instructions should remain unchanged. Compiler optimization can influence opcode use as certain instruction sequences can be reduced.
to common equivalent instructions. While this is helpful for the compiler identification experiment, it does muddle the benefits to the authorship experiment. Even though a programmer determines the functionality of the program, the compiler’s optimizations can influence groups of opcodes more.

Again, as with the byte-based attribute, trigrams were used exclusively in all experiments. Using bigrams or quadgrams did not significantly improve the results. Table 4.2 shows the comparisons of each $N$ value. The histogram intersection technique used with byte $N$-grams, as presumed, did not produce viable results in initial tests. Instead, the opcode $N$-grams for a category of application were placed into a unified histogram. The histogram represents the frequency of each opcode $N$-gram as it occurs among all programs in a category. The top 50% of the $N$-grams are used as essential features for that category. Test programs are matched to categories that have the most opcode $N$-grams in common. The percentage threshold value of 50% was determined through experimentation as it produced the most optimal results in the data sets.

Table 4.2: Opcode $N$-gram performance with varied $N$ values, averaged over 30 runs. Standard deviation values are shown in parentheses.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Versions</th>
<th>Compilers</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>33.68% (3.27%)</td>
<td>59.55% (8.23%)</td>
<td>33.33% (4.37%)</td>
</tr>
<tr>
<td>3</td>
<td>58.95% (4.23%)</td>
<td>71.09% (4.96%)</td>
<td>35.90% (9.06%)</td>
</tr>
<tr>
<td>4</td>
<td>59.29% (4.35%)</td>
<td>71.67% (5.02%)</td>
<td>36.11% (18.61%)</td>
</tr>
</tbody>
</table>

4.2.3. Opcode Collocation. Although a viable number of feature selection algorithms had been created to assist in the compiler and versions classifications, few of the aforementioned algorithms were sufficient in distinguishing authorship. It is difficult to capture programming style in low-level features. In order to accurately capture some semantic characteristics about the manner in which a programmer writes code, high-level features that highlight the relationship between instruction
sequences are required in some form. In this feature selection algorithm, opcode collocations were used to extract information about programming style.

Collocations show the relationships of objects, such as words, and express how they are conventionally grouped. For instance, in linguistics, the words “tall” and “tree” are used together more often than the words “high” and “tree”. These words are therefore strongly connected. Determining these strong connections can be done via a mutual information calculation [31]. The formula for mutual information compares the probability of two objects occurring together if they are independent and the probability of their actual occurrence together. Equation 4.3 shows the mutual information formula.

\[ I = P(XY) \cdot \log \frac{P(XY)}{P(X)P(Y)} \]  

(4.3)

\( I \) is the mutual information value and \( X \) and \( Y \) are the two objects being compared. This concept was applied to the opcodes of each application to potentially extract information about programming style from the authorship data set. The authorship experiment considered only applications that were compiled in the exact same way to negate the influence of compiler bias on the opcode occurrence. The way in which a programmer codes an application could cause a stronger collocation of certain opcode combinations in much the same way that a writer has a greater propensity for putting together certain word combinations.

Such as with the system calls feature, the collocation feature selection technique considered the set of collocations to be a vector with each opcode pair signifying a dimension. An average direction vector was calculated for a category, and the difference in direction from a test program’s direction vector determined the ultimate value of this feature.
4.2.4. Registers. Register allocation is the process of assigning a large number of variables to a limited number of available processor registers. Registers can then be accessed to retrieve allocated data. The occurrence of register use, whether for loading or saving, was the focus of this feature selection algorithm.

The compiler choice has the greatest influence in deciding which registers are used more frequently. When using the same compiler and optimization flags, however, the way in which a programmer chooses to design an application could lead to a greater allocation or reference of variables, which in turn, affects the register allocation. The register use frequency was extracted statically from a linear disassembly of each file. In the experiment, the register use was expressed with a histogram, which was again used in a vector direction calculation. The individual registers symbolized dimensions while their frequency of use in an application determined the magnitude. An average category direction vector was calculated, and the difference in direction of test program vectors was used to categorize the data set.

4.3. INDIVIDUAL ATTRIBUTE PERFORMANCE

Before implementing all of the features as primitives in a GP algorithm, each attribute’s performance in categorizing the data sets was first examined. In each experiment, 80% of the data was used as the training set for determining the pertinent features and 20% was used as the testing set. Each feature was individually tested 30 times over both datasets with randomized training and testing groups for each run. The accuracy of each feature was independently gathered, and the results confirmed many of the assumptions about which experiments would benefit from each feature selection method. The averages of the results for the versions and compiler experiments are shown in Figure 4.2.
Figure 4.2: Individual feature tests run on the versions and compiler data sets, averaged over 30 runs. 80% of the data was dedicated to the training set, and the rest comprised the testing set.

It is evident that while both N-gram features produced performed very well, they were not perfect for all cases. The other features showed signs of promise in certain setups.

Initial experiments suggested that this same combination of features would not be sufficient in distinguishing the authors data set. As a result, two additional features, register vectors and opcode collocation, were introduced to assist in categorizing the data. It was clear that the additional high-level features were needed to represent more of the programming styles in the authorship data set.

Figure 4.3 shows the accuracy of all features when individually applied to the authorship data set. The results are averaged across 30 runs.
Figure 4.3: Individual feature tests run on the authorship data set, averaged over 30 runs. 80% of the data was dedicated to the training set, and the rest comprised the testing set.

The ultimate goal was to use some combination of these features to achieve fast, consistent results with high accuracy and outperform all single features. The method used in accomplishing this goal is explained in the following sections.
5. GENETIC PROGRAMMING METHODOLOGY

A GP algorithm was developed to evolve decision trees that would represent each individual category. In this way, a program could be matched to multiple categories (such as a program that belongs to a certain version group, and has been compiled by a particular compiler). The terminals in the GP trees contain the feature selection data presented in the previous section. Every category has its own values for each attribute, normalized between zero and one, and the terminals contain the relational data for a program being examined for acceptance into a category. For instance, a byte $N$-gram terminal would contain the percent match between the $N$-gram histogram of the program in question and the essential $N$-gram histogram features selected for a category. For cyclomatic complexity and bonding, the difference value is subtracted from one when normalized so that a high value in that terminal denotes a closer match. A linear disassembler was used for any features requiring disassembly.

The functional operators used in the non-leaf nodes of the GP trees are the binary operators AND, OR, and XOR. Due to the normalization of the terminal data, the binary operators must use fuzzy logic operators to be evaluated appropriately. Fuzzy logic dictates that the union of two values (OR) is equivalent to the maximum of both values, while an intersection (AND) is the same as a minimum of the values. A negation is equal to one minus the value. Extrapolating this further, an XOR can be represented as the AND of a higher value and the negation of a lower value.

Testing showed that if a hard threshold is imposed for the binary evaluations within the trees, such as evaluating anything greater than .5 as true, the category matching is far less precise. By using the fuzzy logic binary operators, a best match
can be evaluated because each tree receives a numerical value as opposed to a true or false evaluation. Figure 5.1 illustrates this concept.

![Tree A](image1)

![Tree B](image2)

Figure 5.1: A fuzzy logic example showing that using a threshold, such as ≥ .5 signifying true for a boolean operation, does not distinguish categories well. Both of the trees in this example would evaluate to true. Using the max/min rules, however, Tree A evaluates to .9987 while Tree B evaluates to .5141. This is used to prioritize matches.

In order for the GP algorithm to assess the quality of each tree in the population, a fitness function is needed. The fitness function does make use of a threshold (.5) to denote a match during the training phase. When a decision tree is evaluated for fitness, each program that makes up a category in the training set, known as the category set, is evaluated to determine if it would be accepted into the category using the current tree. An equal number of programs outside of the category set are evaluated to guide the decision tree in properly filtering out known mismatches. This set of programs, called the helper set, reduces the number of false-positives and ensures that the trees do not evolve to accept every program. A program in the helper set is not accepted by a category if the tree returns a value lower than the lowest match from the category set. Essentially, the lowest matching member of the category set becomes the new threshold for acceptance. The helper set carries the same weight as the category set to preserve fairness in acceptance and filtration.
6. EXPERIMENTAL SETUP

When testing the validity of this approach, only Windows executables were considered. Most software is developed for Windows, and it allows for an easy collection of data. The software in the versions and compiler data sets consisted of a large variety, ranging from video game emulators, system monitoring tools, and compression applications, to single-algorithm programs such as basic bubble sort and AVL tree implementations.

A GP generally requires a large number of parameters, all of which benefit greatly from tuning. However, in practical applications where a system administrator or security expert may need to evolve decision trees to categorize software, parameter tuning would be both too time-consuming, and out of the scope of their knowledge base. The algorithm should perform well enough under conditions where parameter tuning will not be performed. As such, some reasonable, but mostly arbitrary parameters were used in these experiments. A high tree depth was not necessary for either the versions or the compilers problem since optimal convergence came quickly with small values, and testing showed that higher values produced redundant logic. The authorship data set consistently performed with three to ten percent higher average accuracies when a slightly higher tree depth was allowed. These concepts are easy to grasp, where as determining optimal terminal conditions and population sizes are not. Throughout the algorithm’s runs, parsimony pressure was added to the trees to encourage smaller tree sizes and prevent unnecessary growth. The algorithm was trained on 80% of the data and tested on the remaining 20%. The intent of this option was to make sure that the evolved formula was not over-specialized to the
dataset. 30 runs were performed with the category, helper, and testing sets randomized each time. Table 6.1 shows the parameters applied to every category’s GP in each problem.

Table 6.1: GP parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Versions</th>
<th>Compilers</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>λ</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>max depth</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>selection</td>
<td>k-tournament</td>
<td>k-tournament</td>
<td>k-tournament</td>
</tr>
<tr>
<td>survival</td>
<td>k-tournament</td>
<td>k-tournament</td>
<td>k-tournament</td>
</tr>
<tr>
<td>k</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>crossover</td>
<td>single-point</td>
<td>single-point</td>
<td>single-point</td>
</tr>
<tr>
<td>mutation</td>
<td>sub-tree</td>
<td>sub-tree</td>
<td>sub-tree</td>
</tr>
<tr>
<td>mutation rate</td>
<td>.1</td>
<td>.2</td>
<td>.2</td>
</tr>
<tr>
<td>termination</td>
<td>5000 generations</td>
<td>5000 generations</td>
<td>5000 generations</td>
</tr>
</tbody>
</table>

The results of these configurations are shown and discussed in the subsequent sections.
7. RESULTS

It is always important to ensure that a GP algorithm does not converge too early. During the all phases of these experiments, it is very clear what the maximum value should be. When all of the category applications are matched correctly and all of the helper set applications are filtered out during training, a 100% accuracy rate is achieved. In all of the experiments we performed, The average fitness of each GP population achieved the maximum value by the end of the evaluations. Figures 7.1, 7.2, and 7.3 show the average fitness progression of the populations (converted to percent accuracies in order to preserve an identical scale) across the evaluations for each experiment. It is clear from these figures that the convergence was appropriate.

Figure 7.1: Fitness progression across the evaluations for the versions data set
Figure 7.2: Fitness progression across the evaluations for the compilers data set

Figure 7.3: Fitness progression across the evaluations for the authors data set

Figure 7.4 shows the matching accuracy of the GP method for all three testing datasets, averaged over 30 runs.
Figure 7.4: Percent match with GP decision trees – versions max = 100%, versions min = 89.47%; compilers max = 100%, compilers min = 82.69%; authors max = 100%, authors min = 66.66%

Due to the sufficiently large size of the compiler data set, an extra plot was produced to visualize potential overfitting in that experiment. The testing data was applied to every new generation of decision trees during the evolution of the training phase. The percent accuracy of categorizing the testing set was plotted against the evaluations. The plot is shown Figure 7.5.

Figure 7.5: Compilers testing set percent match plotted against evaluations
The average accuracy reaches its highest percentage earlier in the evolution cycle and wavers at slightly lower values at the end. This dip in accuracy is an indication of the GP trees overfitting to the training data. While this is an undesired effect, the drop in accuracy is only a few percent, and the results were achieved without parameter tuning. Parameter tuning may allow for a more generalized solution which caps the evolution when the testing set’s matching accuracy peaks, but such a small gain may not be worth the rigor required for true parameter optimization.

The average accuracies of the GP trees in every experiment were higher than those of any single feature. The $N$-grams performed only slightly worse, however. A set of $t$-tests were used to show that this method is a significant improvement over running only the $N$-grams feature. $F$-tests showed that unequal variance should be assumed for the versions data, but not the compilers and authors data. In all three $t$-tests, $|t\text{ Stat}|$ was greater than $t\text{ Critical Two-Tail}$. This means that the improvement gained from using the GP method is statistically significant. The results are summarized in Tables 7.1-7.6.

Table 7.1: $F$-Test: Two-Sample For Variances - Versions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decision Trees</th>
<th>$N$-Grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>97.19298246</td>
<td>95.0877193</td>
</tr>
<tr>
<td>Variance</td>
<td>12.863374</td>
<td>1.783042</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>7.21428571</td>
<td></td>
</tr>
<tr>
<td>$P(F \leq f)$ One-Tail</td>
<td>4.2497E-07</td>
<td></td>
</tr>
<tr>
<td>$F$ Critical One-Tail</td>
<td>1.86081144</td>
<td></td>
</tr>
</tbody>
</table>
### Table 7.2: F-Test: Two-Sample For Variances - Compilers

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decision Trees</th>
<th>N-Grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>95.25641026</td>
<td>92.69230769</td>
</tr>
<tr>
<td>Variance</td>
<td>17.020336</td>
<td>12.08937</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>1.407876231</td>
<td></td>
</tr>
<tr>
<td>$P(F \leq f)$ One-Tail</td>
<td>0.181150886</td>
<td></td>
</tr>
<tr>
<td>$F$ Critical One-Tail</td>
<td>1.860811435</td>
<td></td>
</tr>
</tbody>
</table>

### Table 7.3: F-Test: Two-Sample For Variances - Authors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decision Trees</th>
<th>N-Grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>90.55555555555</td>
<td>81.66666667</td>
</tr>
<tr>
<td>Variance</td>
<td>89.7190293744</td>
<td>351.532567</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>.2552252497799</td>
<td></td>
</tr>
<tr>
<td>$P(F \leq f)$ One-Tail</td>
<td>.00021729</td>
<td></td>
</tr>
<tr>
<td>$F$ Critical One-Tail</td>
<td>.537399965</td>
<td></td>
</tr>
</tbody>
</table>

### Table 7.4: t-Test: Two-Sample Assuming Unequal Variance - Versions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decision Trees</th>
<th>N-Grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>97.19298246</td>
<td>95.0877193</td>
</tr>
<tr>
<td>Variance</td>
<td>12.863374</td>
<td>1.783042</td>
</tr>
<tr>
<td>Hypoth. Mean Dif.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>$t$ Stat</td>
<td>3.0130152454</td>
<td></td>
</tr>
<tr>
<td>$P(T \leq t)$ Two-Tail</td>
<td>0.0046475888</td>
<td></td>
</tr>
<tr>
<td>$t$ Critical Two-Tail</td>
<td>2.026192463</td>
<td></td>
</tr>
</tbody>
</table>
The performance of the GP trees was enhanced by the other features. Using only $N$-grams achieves a certain baseline, and the use of additional features increases the accuracy as more data is presented when categorizing the software each experiment. When $N$-grams cause false-positives to occur due to low matching percentages for certain test programs, the other features in the tree minimize the error as better matches are prioritized with the binary operators.

### 7.1. FUNCTIONAL CLASSES EXPERIMENT

A fourth experiment was also performed wherein the intent was to categorize software based on functionality using all of the same features detailed in Section 4. A set of 50 programs spanning thirteen categories of manually-labeled functional
classes were used. The GP was unable to achieve results that were any better than a random search. This is a much harder problem, and the features used in the other three experiments were not ideal in distinguishing these functional classes. It was hypothesized that at least the system calls attribute would be able to produce some correct matches, given that it could select features that elucidate some functionality. Unfortunately, the feature selection technique was not enough. It may be possible to solve this problem using the GP decision tree method if other feature selection algorithms were developed to extract higher-level information about the program functionalities. For instance, developing some algorithm detection features would likely result in higher accuracies. Figure 7.6 shows the poor performance of each of the feature selection techniques. The same setup was used as in the other experiments. 80% of the data was used for training, and the rest was used for testing. The results are averaged over 30 runs.

![Individual Feature Categorization Accuracies](image)

Figure 7.6: Individual feature tests run on the functional classes data set, averaged over 30 runs.
Given the poor performance of the single features, the GP algorithm was not expected to perform well either. The box plot in Figure 7.7 shows the results of the GP. A single max outlier exists where the algorithm achieved 28.57% accuracy.

![Box plot](image)

Figure 7.7: Percent match with GP decision trees on functional classes – max = 28.57%, min = 7.14%

### 7.2. C4.5 COMPARISON

The results of the GP decision trees were compared to the classic statistical decision tree classifier C4.5, which employs a table of data to make a decision tree classifier with rules at each node of the tree. The nodes of the tree are based on the table attributes that best split the data in order to achieve a correct categorization of a labeled data set. This tree can then be used on a testing set, similar to the GP approach. The same attributes and feature selection methods were used in both the GP trees and the C4.5 algorithm’s data table. 80% of each category was again combined to create the training set, and the rest was used for testing. All of the feature selection values extracted for an application were normalized values, relative to values of each category. As such, the table that was created for C4.5 had relational data representing how much each program matched to each category for every
attribute. The training and testing sets were randomized for 30 total runs. A box plot containing the percent accuracy of the C4.5 algorithm on our data sets is shown in Figure 7.8.

![Box plot showing percent accuracy](image)

Figure 7.8: Percent match with C4.5 decision trees – versions max = 100%, versions min = 84.21%; compilers max = 76.92%, compilers min = 53.85%; authors max = 83.33%, authors min = 33.33%

The average accuracy in each experiment was lower for C4.5 than the GP method. A set of t-tests were performed again to show that the results of using GP were significantly better than those of C4.5. F-tests showed that two-tailed t-tests with equal variance were required for all experiments. The results of all tests are shown in Tables 7.7-7.12.

Table 7.7: F-Test: Two-Sample For Variances - Versions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>93.68421053</td>
<td>97.19298</td>
</tr>
<tr>
<td>Variance</td>
<td>27.50979081</td>
<td>12.86337</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>F</td>
<td>2.138613861</td>
<td></td>
</tr>
<tr>
<td>P(F ≤ f) One-Tail</td>
<td>0.022440709</td>
<td></td>
</tr>
<tr>
<td>F Critical One-Tail</td>
<td>1.86081144</td>
<td></td>
</tr>
</tbody>
</table>
Table 7.8: F-Test: Two-Sample For Variances - Compilers

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>64.42307692</td>
<td>95.25641</td>
</tr>
<tr>
<td>Variance</td>
<td>47.12048562</td>
<td>17.02034</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>2.768481518</td>
<td></td>
</tr>
<tr>
<td>$P(F \leq f)$ One-Tail</td>
<td>0.003869137</td>
<td></td>
</tr>
<tr>
<td>$F$ Critical One-Tail</td>
<td>1.86081144</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.9: F-Test: Two-Sample For Variances - Authors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>56.11111111</td>
<td>90.55555555</td>
</tr>
<tr>
<td>Variance</td>
<td>296.6155811</td>
<td>89.71903</td>
</tr>
<tr>
<td>df</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>3.306049822</td>
<td></td>
</tr>
<tr>
<td>$P(F \leq f)$ One-Tail</td>
<td>0.000952421</td>
<td></td>
</tr>
<tr>
<td>$F$ Critical One-Tail</td>
<td>1.860811435</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10: t-Test: Two-Sample Assuming Equal Variance - Versions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>93.68421053</td>
<td>97.19298</td>
</tr>
<tr>
<td>Variance</td>
<td>27.50979081</td>
<td>12.86337</td>
</tr>
<tr>
<td>Pooled Variance</td>
<td>20.18658261</td>
<td></td>
</tr>
<tr>
<td>Hypoth. Mean Dif.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>$t$ Stat</td>
<td>-3.02460989</td>
<td></td>
</tr>
<tr>
<td>$P(T \leq t)$ Two-Tail</td>
<td>0.00370572</td>
<td></td>
</tr>
<tr>
<td>$t$ Critical Two-Tail</td>
<td>2.001717484</td>
<td></td>
</tr>
</tbody>
</table>
Table 7.11: t-Test: Two-Sample Assuming Equal Variance - Compilers

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>64.42307692</td>
<td>95.25641</td>
</tr>
<tr>
<td>Variance</td>
<td>47.12048562</td>
<td>17.02034</td>
</tr>
<tr>
<td>Pooled Variance</td>
<td>37.0704108</td>
<td></td>
</tr>
<tr>
<td>Hypoth. Mean Dif.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>( t ) Stat</td>
<td>-21.0869538</td>
<td></td>
</tr>
<tr>
<td>( P(T \leq t) ) Two-Tail</td>
<td>7.0227E-29</td>
<td></td>
</tr>
<tr>
<td>( t ) Critical Two-Tail</td>
<td>2.001717484</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.12: t-Test: Two-Sample Assuming Equal Variance - Authors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>C4.5</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>56.111111111</td>
<td>90.5555555555</td>
</tr>
<tr>
<td>Variance</td>
<td>296.6155811</td>
<td>89.71903</td>
</tr>
<tr>
<td>Pooled Variance</td>
<td>193.1673052</td>
<td></td>
</tr>
<tr>
<td>Hypoth. Mean Dif.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>( t ) Stat</td>
<td>-9.598381406</td>
<td></td>
</tr>
<tr>
<td>( P(T \leq t) ) Two-Tail</td>
<td>1.38639E-13</td>
<td></td>
</tr>
<tr>
<td>( t ) Critical Two-Tail</td>
<td>2.001717484</td>
<td></td>
</tr>
</tbody>
</table>

In every experiment, the GP method’s higher accuracies were statistically significant. The number of false-positives was far higher with C4.5. It was likely the addition of the helper set that enabled the GP algorithm to perform so well. The helper set trained the decision trees to filter out programs that do not belong to their categories. Without the helper set, the GP trees would evolve to accept all applications, and C4.5 would be far superior in its ability to classify software.

Figures 7.9, 7.10, 7.11, and 7.12 contain some of the GP-evolved trees with the highest fitness values for certain categories.
These figures illustrate how simplistic, yet powerful the trees can be. Figure [7.10] for instance, contains two high-level features and a low-level feature. If the N-grams and system calls match well, the minimum value of the two in comparison to the established category values (derived from the training set) is passed up the tree. The maximum of this value and the opcode N-grams feature is used as the ultimate value signifying how closely the test program matches the category. If the value produced by this tree is higher than that of any other tree, the test program belongs to this category.
8. DISCUSSION

The advantages of using GP to produce decision trees for program classification are quite clear. In all three test cases, the decision tree heuristics produced by the GP performed very well. For the versions problem, the solution produces an average accuracy of 97.2% while the compilers problem reached a slightly lower average of 95.3%. The authorship data set was the most difficult to categorize correctly, but the average accuracy of this method was still 90.6%. The majority of the compiler mismatches came from incorrectly guessing the optimization flags, not the actual source compiler. Version mismatches encountered a far different hurdle. Some of the programs in the versions dataset had very minor changes from one version to the next, and the evolved trees were able to make those connections. On more complicated version differences, if two very different versions of the same program were not both in the category set, some false matches occurred. One of the programs in the dataset had a size increase of 43% between versions. The evolved heuristics were unable to make this big leap and relate the versions. Ultimately it is a question of semantics, but a case can be made that the large variation from one version to the next resulted in an altogether different application. After all, if an application remains the same in name but completely overhauls every aspect of its code, it is reasonable to expect a different categorization between those versions. The results of the author origin experiment did not suggest a pattern to the false-positives, though certain programs were mismatched more often than others. Based on visual inspection, the coding styles for those programs seem consistent with the authors that wrote them, but it is possible that compiler optimization muddled the distinctions.

All of the GP trees reached maximum fitness during the training phase. This suggests that the success of the decision trees in classifying software lies more in the
proper feature selection. The features need to be robust enough to match programs within a category and filter out applications that do not belong. Even though 100% accuracy was achieved in the training phase, false positives occurred in testing. The different tree variations produced by the evolution were likely a result of a varied training and helper set.

The C4.5 algorithm performed worse than the GP in all three experiments, reaching average accuracy rates of 93.68%, 64.42%, and 56.11% for the versions, compilers, and authors data sets, respectively. There are many possible reasons for the unsuccessful results. Traditionally, data tables used for C4.5 contain direct attribute values for an item, where as the data tables used in these experiments contained attribute values for programs as they related to certain established category values. As such, enough columns had to exist in the data table to represent a program’s feature values in relation to every category. The number of columns in the table can be computed with the following equation:

\[
\text{Columns} = \text{Features} \cdot \text{Categories} + 1 \quad (8.1)
\]

where the +1 denotes the column for labeling the correct category. When the resultant decision trees were examined, the tree for the versions problem seemed to overfit to the training data as there were many highly specific rules. Regardless, the versions experiment was most successful for the C4.5 decision tree. The compilers problem produced a far different tree, however. The tree resolves to being nearly equivalent to the \(N\)-grams feature alone.

It should be noted from the individual feature tests and a majority of the GP trees, that byte \(n\)-grams gathered with our feature selection method produced the best results. This is presumably due to the types of categories used in these experiments. In the versions and compiler cases, byte \(N\)-grams from the portable executable (PE)
header could be the primary features selected with this attribute. Since none of the applications were purposely obfuscated and had no reason to contain corrupted or misleading headers, this information most likely led to easy matches. It can be assumed that these types of features would not be as useful given different problem types, such as categorizing software by functional classes. The $N$-gram features were expected to perform well on the authorship data set as the common trigrams within a category could indicate programming style.

In these experiments, not all terminals were useful all of the time. Cyclomatic complexity was a highly used attribute for the versions problem tests, but not throughout the compiler identification runs (unless it was included in an XOR). It stands to reason that the complexity of an application would give little insight to the compiler used to create it, unless optimization flags caused an extreme difference in complexity. The system calls primitive experienced the same high frequency of occurrence in the versions problem tests, but was almost nonexistent when applied to the compilers dataset. Although bonding occasionally appeared in final solutions of the compilers problem, it was not a major discriminator. Despite some filtration qualities within a few decision trees, this metric is best suited for social graphs. The introduction of the opcode collocations and register features increased the average accuracy of the authorship data set by almost 10%. It is clear that such a data set is categorized with a higher accuracy if the features in the GP trees key in on a programmer’s habits and patterns.

Categories based on a more semantic grouping require more semantic features. Program behavior is difficult to capture in low-level attributes such as $N$-grams and cyclomatic complexity. A fourth experiment was performed to show that categorization based on criteria such as functionality cannot be done with the features presented in Section 4. Using all of the attributes detailed in this thesis on the functional classes data set resulted in a mere 15% average accuracy for the decision trees. In order to
represent such characteristics, algorithm or functionality identification may need to be implemented as a primitive for the GP trees. Extracting such information is difficult to do and requires longer run times. It is difficult to determine how many primitives of this nature would be required to achieve high accuracy results.
9. FUTURE WORK

The future work of this research can take many logical paths. The results achieved in this thesis have a high average accuracy, but they can still be improved. Added both low-level and high-level attributes could drive the average accuracy even higher. Removing false-positives is necessary for any practical applications of this approach. More robust feature selection methods would need to be investigated in order to make that a reality.

It would also be useful to perform proper parameter tuning for the GP algorithms. Although the methodology detailed in Section 5 is sufficient for practitioners not experienced with EC to achieve high accuracy results, Figure 7.5 shows that the performance can be increased further by avoiding overfitting and generalizing the decision trees through parameter tuning.

Most importantly, more difficult categorization problems should be attempted with these methods. For instance, categorizing software based on functionality would have far-reaching impact on many fields in computer science, but as was shown in Section 7.1, that will require more semantic feature extraction. While research in the area of software quality exists, it would be useful to use this method to categorize poorly written software or software that is exploitable. Furthermore, it is likely that different universities or countries have different programming styles of their own. With the right data and a rich feature set, it would be interesting to categorize software by country of origin.

Although packing and obfuscation would increase the difficulty substantially, classifying benign versus malicious programs or categorizing different kinds of malware would be an essential accomplishment for the field of computer security. The true strength of the techniques discussed in this thesis lies in the richness of the
features that comprise the decision trees. Any research that extracts valuable semantic data about software can be easily combined with this method to further its categorization capabilities.
10. CONTRIBUTIONS

The work presented in this thesis contains three distinct contributions to the field of computer science. First, a novel and general approach to classifying software was developed. The method can be used to categorize software based on many different criteria, if the right feature selection methods are chosen. Furthermore, classifying more data into the same categories with this technique does not require running more EC algorithms or deep analytical comparisons. The evolved trees can be reused quickly after the initial evolution has completed. Second, an alternative option to developing decision trees was offered. GP was used to evolve a set of decision trees that employ fuzzy logic to determine the degree to which a certain application belongs to a category. While more experiments would need to be performed to verify the validity of this approach in other contexts, in this case, the decision tree method outperformed C4.5 on three different experiments. Third, and most important, several quality feature selection methods were provided and their usefulness in certain problem domains was elucidated. These features are the true foundations from which the GP trees draw their success. It is worth examining these contributions when considering problems in similar domains.
11. CONCLUSIONS

The need for quick methods of software classification is undeniable. Although techniques exist to analyze binaries in order to extract some semantic information about them, most require long running times and considerable computational resources. The ideas presented in this thesis aim to provide a means of quickly categorizing software based on a few key attributes. The notion of evolving decision trees through GP was explored. Due to the nature of the solutions being evolved by the GP, they can be reused to categorize more data. Applying a decision tree to a new set of data without executing the entire GP process requires only a few seconds.

This method can be applied to a large range of problems that require classification. All that is required is a training set to evolve initial decision trees, and the GP does the rest. When distinguishing programs by versions, compiler, or author origin, the decision trees achieve over 90% accuracy. These same methods can be utilized to categorize software using different criteria, though more applicable attributes may need to be mined for features because the particular attributes used in Section 4, as shown with the functional classes experiment, will not be sufficient discriminators of every kind of data set. In such instances, more semantic feature extraction methods may be required to key in on higher-level abstractions of application functionality.

The GP approach was compared to a classic decision tree algorithm called C4.5. Using the same feature data as was presented to the GP trees, the C4.5 algorithm performed significantly worse in the three primary experiments. This further validates our use of GP to generate decision trees for classifying software.
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