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ABSTRACT

A technique based on the min-max error criterion is proposed for identifying a dynamic system in terms of a discrete-time model from the system response to a deterministic input. A linear, single-input/single-output, lumped-parameter, time-invariant (at least during the measurement interval) system is assumed. Although the resulting problem is non-linear, it is shown that linear programming techniques are applicable if a realistic approximation is made.

The technique is implemented on the digital computer and evaluated by considering a number of typical discrete-time systems. The effects of additive noise are also considered.
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I. INTRODUCTION

The fundamental problem of identifying the dynamic characteristics of systems from observations of input and output functions over a finite interval of time is important in a number of diversified fields. Accurate determination of system characteristics on a real-time scale is particularly important in adaptive control system techniques, in which periodic controller "redesign" maintains consistent system performance regardless of plant variations. An analogous problem occurs in communication systems involving optimum utilization of time-varying channels as described by Price and Green (1958). In the study of complex systems, where an analytical derivation of the defining differential equations is not practical, identification techniques afford a workable solution. Of particular importance, in this respect, is the recent use of these techniques in developing models of various biological functions, including human operators, as described in McRuer et al. (1965). A distinctly different application is the generation of discrete models of continuous-time systems for digital computer simulation. Of these applications, the first and last are perhaps most important and will be considered in some detail.

A. ADAPTIVE CONTROL

Modern adaptive control techniques have evolved as a result of the requirement that non-stationary systems,
such as high-performance aircraft and sophisticated chemical processes, be optimally controlled (in some sense) despite their parameter variations. If the open-loop plant transfer function is available, any one of a number of controller design techniques based on a wide range of optimal control schemes can be applied to realize the desired performance. The techniques proposed by Bertram (1956), Anderson et al. (1958), Cosgriff and Emerling (1958), Eykhoff (1960), Desoer and Wing (1961), and Zaborsky and Berger (1962) are typical of the applicable controller design schemes. The major problem, thus, is to determine the system parameters continually or at a rate much faster than the rate of parameter variations. This implies that the parameter variations must be slow with respect to the dominant system time constants in order that a transfer function representation is meaningful. Obviously, the presence of measurement noise precludes an exact identification in a finite time interval, and thus, a trade-off between accuracy (noise filtering) and identification time is required.

B. DIGITAL SIMULATION

Digital computer simulation of all types of dynamic physical systems has increased considerably in recent years with the significant improvements in computer speed and methodology. The digital computer has practically replaced the analog computer for real-time flight simulation and
"quick-look" simulations of first-cut designs. The fundamental problem in digital simulation of such systems is, of course, the transformation of continuous-time dynamic characteristics, represented either empirically or analytically, into a discrete-time model amenable to digital processing.

Although there are a number of very useful simulation languages presently available which perform this task for an analytical model via macro-instruction techniques, the resulting running times, in most cases, are prohibitively long for essentially real-time calculations. The techniques of Tustin (1947), Truxal (1954), Boxer-Thaler (1956), and Sage-Smith (1966) can be used to generate a digital model directly from a transfer function representation of the system. When the system is represented by a set of first-order differential equations, numerical integration methods, such as Runge-Kutta-Blum (1952) or Adams-Moulton (see Hamming (1962)), may be applied.

A distinctly different problem occurs when the system to be simulated is defined only in terms of input/output data. Identification of the system in terms of the parameters of an appropriate discrete model defines the digital simulation procedure. The particular identification scheme to be used depends to a large extent on whether the input can be best described analytically or statistically. Existing techniques applicable in either case are outlined
in the Review of Literature.

C. THE IDENTIFICATION PROBLEM

The objective of any system identification technique is the estimation of a set of parameters which adequately describes the system transfer characteristics. In general, these transfer characteristics should enable the output of the system to be calculated in response to any input or control signal. Based on this premise, the fundamental factors to be considered are:

1. Form of the model,
2. Sensitivity to stored energy,
3. Amount of a priori information,
4. Practicality of special test signals, and
5. Identification time and accuracy.

Obviously, the structure of the model must be limited to some extent to make the problem meaningful. The amount of a priori information available is a prime factor in the formulation of that model and determines, to a large extent, the structure of the identification technique itself. The other factors are determined principally by whether the identification in a particular application is basically real-time or an after-the-fact calculation. For example, a technique which requires special test signals and a zero energy state would be impractical in most adaptive control systems but function favorably in the identification of a human operator model. Thus, in
general, each requirement must be determined from a detailed analysis of the specific application.

The objective of this thesis is to develop a broadly applicable identification technique based on the min-max error criterion and requiring a minimum of a priori information. The identification is based on input/output data of a deterministic nature and a model constrained as follows:

1. Linear,
2. Discrete,
3. Lumped-parameter,
4. Single input/single output,
5. Stationary, and

The outputs of the identification procedure are estimates of the parameters \( (a_j, b_j) \) of the discrete transfer function

\[
D(z) = \frac{a_0 + a_1 z^{-1} + \ldots + a_p z^{-p}}{1 + b_1 z^{-1} + \ldots + b_q z^{-q}},
\]

where the order of the denominator is assumed equal to the order of the numerator \( (p = q) \).
II. REVIEW OF LITERATURE

Due to its importance in the fields of adaptive control techniques and digital simulation, the real-time system identification problem has received considerable attention in the literature, particularly from 1958 to 1967. With few exceptions, the techniques developed assumed a linear (discrete or differential) model for a time-varying, quasi-linear system. The first significant article addressing the general problem was presented by Kalman (1958). The technique he proposed is based on minimization of the weighted-mean-square error for a pulse transfer function model and is directed toward design of a self-optimizing controller. Earlier, Goodman and Reswick (1955), Margolis (1955), and Weisner and Lee (1950) presented techniques based on cross-correlation of input and output signals which are essentially limited to time-invariant systems if a complete identification is desired. Levin (1960) applied statistical estimation theory to derive a method optimal in the least squares sense when sample values are contaminated with noise. The derivation of Kerr and Surber (1961) provides bounds on the integral-squared error for identification with various input signals. Joseph, Lewis, and Tou (1961) investigated the performance of digital adaptive systems incorporating their identification algorithm with promising results. A rather novel scheme involving integrals of both input and
output signals was suggested by Zaborsky and Berger (1962) and applied to self-optimizing control based on the integral-square-of-error-by-time performance criterion. The identification procedure described by Kushner (1962) is a first order iterative process equivalent to the steepest decent method. Estimation of the coefficients in the system pulse transfer function in a generalized least squares sense is the object of the work of Levin (1964). The problem of nonlinear sampled-data system identification was addressed by Steiglitz and McBride (1965). Recently, Liapunov design techniques were applied to the identification problem by Pazdera and Pottinger (1969).

A multitude of variations on these identification techniques have been proposed and a substantial listing of publications is presented in the Bibliography.
III. DISCUSSION

A. MIN-MAX CURVE FITTING

All time domain identification techniques reduce to the fundamental curve fitting problem. A general statement of this problem for the discrete case is: determine \( \alpha_j, j = 1, \ldots, n \), such that a norm of the error \( \delta(\alpha,k) \),

\[
\delta(\alpha,k) = w(k) \left[ f(k) - \sum_{j=1}^{n} \alpha_j g_j(k) \right],
\]

(2)
is minimized over the interval \( k = 0, \ldots, s \), where \( f(k) \) is the function (or sequence) to be approximated, \( w(k) \) is a weighting function, and \( \{g_j(k), j = 1, \ldots, n\} \) is a set of suitable functions. Most norms of practical interest are of the form

\[
L_p(\alpha) = \left[ \sum_{k=1}^{s} \left| \delta(\alpha,k) \right|^p \right]^{1/p},
\]

(3)

where \( p \) is a positive integer.

An identification scheme is defined by specification of:

1. The set of functions \( \{g_j(k), j = 1, \ldots, n\} \) (or equivalently, the form of the system description desired),
2. The weighting function \( w(k) \),
3. The norm to be used, and
4. The minimization technique.
Obviously, the variations are innumerable. For the mathematically tractable case with \( p = 1 \), which is the "least-squares" criterion, numerous solutions have been proposed as described in the Review of Literature. In general, these solutions result in linear systems of equations with summed cross-products of input and output samples as coefficients. Steepest descent and random search techniques have also been applied to the minimization of this and other norms. Appropriate weighting functions are employed in certain applications to emphasize the most recent samples, larger errors, etc.

Minimization of the norm defined in Equation 3 for \( p = \infty \) is equivalent to minimizing the functional

\[
\lambda(\alpha) = \max_k \left| \delta(\alpha, k) \right|
\]

or more simply, minimizing the maximum error. Although this min-max concept is intuitively satisfying, applications to curve fitting problems are rarely seen. In the following, a general min-max solution based on linear programming techniques is developed for the curve fitting problem and applied to the identification of discrete systems.

A somewhat more manageable statement of the min-max criterion for this application is: determine \( \alpha_j, j = 1, \ldots, n \) and the minimum \( \lambda \) satisfying
The absolute value may be eliminated by writing Equation 5 as two equations,

\[ \lambda + \sum_{j=1}^{n} \alpha_j g_j(k) \geq f(k) \]  
\[ -\lambda + \sum_{j=1}^{n} \alpha_j g_j(k) \leq f(k) \]  
for \( k = 0, \ldots, s \). Comparison of this statement of the min-max criterion with the general linear programming problem described in Appendix A reveals that a solution may be obtained through application of the simplex algorithm with the objective function

\[ Z = -\lambda. \]  

At this point, the reader unfamiliar with linear programming techniques should refer to Appendix A for a brief summary of the notation and theory of the simplex algorithm. In general, the algorithm provides an iterative, computationally efficient solution to the minimization (or maximization) problem involving linear constraints and a linear objective function. Although the basic algorithm requires that the right-hand-side of Equation 6
and all the variables be non-negative, this restriction may be sidestepped by appropriate manipulations which will be described shortly.

B. RESPONSE OF DISCRETE-TIME SYSTEMS

A linear, discrete-time system may be represented analytically by any of the following:

1. Discrete transfer function (z-transform)

\[ D(z) = \frac{a_0 + a_1 z^{-1} + \ldots + a_p z^{-p}}{1 + b_1 z^{-1} + \ldots + b_q z^{-q}} \]  

2. Weighting sequence (impulse response)

\[ d(k), \; k = 0, 1, 2, \ldots, \infty, \]

with

\[ c(k) = \sum_{j=1}^{k} d(j)r(k-j), \]  

3. Difference equation

\[ b_q c(k-q) + b_{q-1} c(k-q-1) + \ldots + b_1 c(k-1) + b_0 c(k) = a_p r(k-p) + \ldots + a_1 r(k-1) + a_0 r(k), \]  

4. State variable model

\[
\begin{align*}
\dot{x}(k+1) &= A \dot{x}(k) + B \dot{r}(k) \\
c(k) &= C \dot{x}(k) + E \dot{r}(k),
\end{align*}
\]  

where capital letters represent matrices and lower case represent vectors.

In each of the above, \( k \) is the independent variable, and \( R \) and \( C \) denote the system input and output, respectively.
Although each of these models may be used to determine the system output for a given input, they are quite different in many respects and individually provide a variety of information on system operation. The discrete transfer function in the z-domain \( z = e^{st} \), \( s \) is the Laplace variable) yields much the same information as does the s-domain transfer function for continuous systems. Stability considerations are generally based on analysis of the discrete transfer function or the state variable model. The system weighting sequence relates directly to the transient response and may be used to calculate the output sequence by convolution with the input. The difference equation representation is used extensively in digital simulation. Finally, the state variable model is the basis for discrete optimal and stochastic control theory.

For the purposes of system identification from empirical data, the discrete transfer function is perhaps the most efficient representation for most applications. This is due primarily to the relatively small number of parameters required and the prominent use of these parameters in optimal controller design, digital simulation, and filter design. Also, transformation of the transfer function representation into any of the other models is reasonably straightforward. Based on these considerations, an identification model of the form of Equation 8 is assumed.
The discrete transfer function \( D(z) \) is uniquely related to the system impulse (or Kronecker delta) response by the z-transform,

\[
D(z) = \sum_{n=0}^{\infty} d(n)z^{-n}.
\]  

(12)

For the linear, stationary, discrete-time system, \( D(z) \) may be written as the ratio of two polynomials in \( z^{-k} \) as in Equation 8. The inverse z-transform of \( D(z) \) is given by

\[
d(k) = \frac{1}{2\pi j} \oint D(z)z^{k-1}dz
\]

(13)

or by synthetic division of the right-hand-side of Equation 8. Freeman (1965, pp. 213-215) has shown that, for the latter case, the result may be written

\[
d(k) = a_k - \sum_{j=1}^{q} b_j d(k-j), \quad k = 0, \ldots, n,
\]

(14)

where \( q = \) order of the denominator of \( D(z) \), and \( p = \) order of the numerator of \( D(z) \).

If \( k < q \), the upper limit on the summation becomes \( k \), and \( a_k = 0 \) for \( k > p \). The parameter \( b_0 \) has been set equal to one, as in Equation 8, to normalize the model. This in no way affects the generality of the model.

Both the system impulse response of infinite length and the discrete transfer function are unique representations of a discrete-time system. Furthermore, these two
models are uniquely related as given in Equations 12 and 13. Given a set of transfer function coefficients, the impulse response may be easily calculated from Equation 14. There is, however, no known exact method for obtaining the discrete-time transfer function coefficients from the impulse response. The difficulty arises in obtaining a closed-form expression for an infinite sequence.

For the case of a truncated impulse response (a finite sequence), uniqueness between the transfer function representation and the impulse response is not assured. In fact, there exists an infinite number of transfer functions which invert by Equation 14 to yield the sequence $d(k)$, $k = 0, \ldots, s$, where $s$ is finite. For example, consider the expansion of Equation 14 for $s+1$ points.

\begin{align*}
  d(0) &= a_0 \\
  d(1) &= a_1 - b_1 d(0) \\
  d(2) &= a_2 - b_2 d(0) - b_1 d(1) \\
  & \quad \vdots \\
  d(s) &= a_s - b_s d(0) - b_{s-1} d(1) - \ldots - b_1 d(s-1). \\
\end{align*}

With $s+1$ equations and $2s+1$ unknown parameters, the set of non-linear simultaneous equations has many solutions, and thus, the parameters cannot be determined.

If the sequence at the input to the identification scheme represents a system response to a sequence other than an impulse, the impulse response may be calculated
from
\[ C(z) = D(z)R(z), \quad (16) \]
where \( R(z) \) is the z-transform of the input sequence.

The impulse response is thus
\[
D(z) = \frac{C(z)}{R(z)}.
\quad (17)
\]

For example, if the input is a step,
\[
R(z) = \frac{z}{z - 1},
\quad (18)
\]
the impulse response is given by
\[
D(z) = \left[1 - z^{-1}\right]C(z).
\quad (19)
\]

If \( D(z) \) and \( C(z) \) are written
\[
C(z) = c_0 + c_1 z^{-1} + c_2 z^{-2} + \ldots + c_n z^{-n} + \ldots
\quad (20)
\]
\[
D(z) = d_0 + d_1 z^{-1} + d_2 z^{-2} + \ldots + d_n z^{-n} + \ldots
\quad (21)
\]
Substitution in Equation 17 gives
\[
d_0 + d_1 z^{-1} + d_2 z^{-2} + \ldots + d_n z^{-n} + \ldots = \left[1 - z^{-1}\right]\left[c_0 + c_1 z^{-1} + c_2 z^{-2} + \ldots + c_n z^{-n} + \ldots\right].
\quad (21)
\]
Equating coefficients of like powers of \( z \) yields the result
\[
d_0 = c_0
\]
\[
d_1 = c_1 - c_0
\quad (22)
\]
\[
d_2 = c_2 - c_1
\]
\[
\vdots
\]
\[ d_n = c_n - c_{n-1} \]

which is the impulse response sequence.

For the case of a sine input,

\[ R(z) = \frac{z \sin \omega t}{z^2 - 2z \cos \omega t + 1} \]

(23)

Proceeding as before,

\[ d_0 = (c_1 - 2 \cos(\omega)c_0)/\sin(\omega) \]
\[ d_1 = (c_2 - 2 \cos(\omega)c_1 + c_0)/\sin(\omega) \]
\[ \vdots \]
\[ d_n = (c_{n+1} - 2 \cos(\omega)c_n + c_{n-1})/\sin(\omega). \]

(24)

Similar relationships for other input sequences may be derived by the same technique.

C. THE IDENTIFICATION TECHNIQUE

Based on the analysis in the previous sections, a min-max formulation of the time-domain identification problem may be obtained by substitution of Equation 14 into Equation 6.

\[ \lambda + \tilde{a}_k - \sum_{j=1}^{q} \tilde{b}_j \tilde{d}(k-j) \geq d(k) \] \hspace{1cm} (25a)
\[ -\lambda + \tilde{a}_k - \sum_{j=1}^{q} \tilde{b}_j \tilde{d}(k-j) \leq d(k) \] \hspace{1cm} (25b)

with
\[ z = -\lambda \]  

(25c)

for \( k = 0,1,\ldots,s \), where a \( \tilde{\cdot} \) indicates an estimated value and the other variables are as defined earlier. If \( k < q \), the upper limit on the summations in Equation 25 is \( k \), and \( \tilde{a}_k = 0 \) for \( k > p \).

Equation 25 is obviously non-linear since the \( \tilde{d}(k-j) \) terms are functions of the parameter estimates. For example, for the case \( p = q = 1 \)

\[
\begin{align*}
\tilde{d}(0) &= \tilde{a}_0 \\
\tilde{d}(1) &= \tilde{a}_1 - \tilde{b}_1 \tilde{d}(0) \\
\tilde{d}(2) &= -\tilde{b}_1 \tilde{d}(1) \\
\tilde{d}(3) &= -\tilde{b}_1 \tilde{d}(2) \\
\vdots \\
\tilde{d}(k) &= -\tilde{b} \tilde{d}(k-1),
\end{align*}
\]

and thus,

\[
\begin{align*}
\tilde{d}(0) &= \tilde{a}_0 \\
\tilde{d}(1) &= \tilde{a}_1 - \tilde{b}_1 \tilde{a}_0 \\
\tilde{d}(2) &= -\tilde{b}_1 \tilde{a}_1 + \tilde{b}_1 \tilde{a}_0 \\
\tilde{d}(3) &= \tilde{b}_1^2 \tilde{a}_0 - \tilde{b}_1 \tilde{a}_0 \\
\vdots \\
\tilde{d}(k) &= (-1)^{k-1} \tilde{b}_1 \tilde{a}_1 + (-1)^k \tilde{b}_1 \tilde{a}_0.
\end{align*}
\]

(26)

Although minimization techniques, such as gradient methods or random search may be applied to obtain a solution of the problem in this form, these techniques are inefficient and cumbersome, especially if higher-order systems are considered. Furthermore, these techniques provide only an
approximate solution to the problem as stated.

Examination of Equation 25 indicates that if the approximation

\[ \tilde{d}(k) \approx d(k) \]  

(28)
is made, the problem reduces to the linear programming problem discussed earlier. Substitution into Equation 25 yields

\[ \lambda + \tilde{a}_k \sum_{j=1}^{q} \tilde{b}_j d(k-j) \geq d(k) \]

(29a)

\[ -\lambda + \tilde{a}_k \sum_{j=1}^{q} \tilde{b}_j d(k-j) \leq d(k) \]

(29b)

with

\[ Z = -\lambda \]  

(29c)

under the same conditions as Equation 25. Such an approximation results in the following:

1. The value of \( \lambda \) in the solution of Equation 29 is not exactly the min-max error, and

2. Convergence of the parameter estimates is not assured.

The resulting identification scheme, however, does benefit from the attractive features of the simplex algorithm, such as computational efficiency and rapid convergence to a solution.

The statement of the problem as given in Equation 29 does not provide for negative values of the parameter estimates and the impulse response samples when the
solution is obtained by the simplex algorithm. Negative values of the parameters may be allowed by making the substitutions,

\[ a_k = a_k^+ - a_k^- \]
\[ b_j = b_j^+ - b_j^- \]

in Equation 29 with all the new variables constrained to be non-negative. For a negative \( d(k) \), multiplication of Equations 29a and 29b by minus one is all that is required to obtain the proper form.

The one remaining difficulty is: with no a priori information, how is the order of the system (p and q in Equation 29) to be determined? The identification scheme as presented provides no basis for this determination. It is necessary, therefore, to employ a trial and error approach. One such approach is: starting with an initial estimate, the identification procedure is applied and the order increased iteratively until a preset bound on the min-max error is satisfied. Although this scheme is crude and simple, the results of the next section testify to its effectiveness. For \( p = q \) and an error bound approximately two-orders-of-magnitude greater than the round-off error of the computer, the scheme did not fail once.

D. APPLICATIONS AND EVALUATION

In order to determine and demonstrate the performance
of the identification technique, a series of examples are considered which effectively test the method for the more difficult aspects of the identification problem. Specific areas that are investigated include order determination, pure delays, effects of the approximation, biases in the samples, and noise sensitivity.

A digital computer implementation of the technique, which is presented in Appendices B and C, was employed in the evaluation. Other subroutines were developed to provide inputs where necessary. A Control Data 6400 digital computer (approximately 15-place arithmetic) was used for all computations.

Example 1. Sensitivity to Correct System Order

The first example was selected to evaluate the capability of the proposed technique to determine the order of discrete-time systems as part of the identification process. A number of situations were considered in evaluating this important aspect of the identification technique.

For the discrete transfer function with poles of the same order-of-magnitude,

\[ D(z) = \frac{z^{-m}}{(1 - 0.9z^{-1})(1 - 0.8z^{-1})(1 - 0.7z^{-1})} \]  \hspace{1cm} (31)

\[ = \frac{z^{-m}}{1 - 2.4z^{-1} + 1.91z^{-2} - 0.504z^{-3}}, \]  \hspace{1cm} (32)
the impulse response, as given by Equation 14, was calculated for \( k = 1, \ldots, 20 \). Application of the identification technique with \( p \)-initial equal to 1 and an order determination error bound of \( 10^{-8} \), produced the following results for \( m = 0, \ldots, 4 \):

1. The iteration terminated at \( p = q = 3 \) for all \( m \),
2. The denominator parameters were determined to better than 13 significant figures,
3. The numerator parameters not equal to 1.0 were also on the order of \( 10^{-13} \),
4. The value of \( \lambda \) was approximately \( 10^{-13} \),
5. The actual maximum error was approximately \( 10^{-10} \), and
6. Zeros in the response did not affect the solution.

For the system with poles differing by orders-of-magnitude,

\[
D(z) = \frac{z^{-m}}{(1 - 0.9z^{-1})(1 - 0.09z^{-1})(1 - 0.009z^{-1})} \quad (33)
\]

\[
D(z) = \frac{z^{-m}}{1 - 0.999z^{-1} + 0.8991z^{-2} - 0.000729z^{-3}} \quad (34)
\]

similar results were obtained. In both cases, the accuracy of the solution is bounded by the propagation of round-off errors in the calculations.

Example 2. High-Order Systems

An identification based on 20 samples of the impulse
response for

\[ D(z) = \frac{(1 - 0.2z^{-1})(1 - 0.3z^{-1})z^{-1}}{(1 - 0.9z^{-1})(1 - 0.09z^{-1})(1 - 0.009z^{-1})} \]  \hspace{1cm} (35)

yielded the results:

\[
\begin{align*}
p &= q = 3 \\
a_0 &= -1.421 \times 10^{-14} \\
a_1 &= 1.000000000000178 \\
a_2 &= -0.500000000002578 \\
a_3 &= 0.060000000000921 \\
b_1 &= -0.999000000000015 \\
b_2 &= 0.089910000000355 \\
b_3 &= -0.0007290000000113 \\
\lambda &= 1.421 \times 10^{-14} \\
L &= 1.172 \times 10^{-13}
\end{align*}
\]

where \( L \) is the actual maximum error (measured). Likewise, for

\[ D(z) = \frac{(1 - 0.5z^{-1} + 0.06z^{-2})z^{-1}}{1 - 2.4z^{-1} + 1.91z^{-2} - 0.504z^{-3}} \]  \hspace{1cm} (36)

the results are:

\[
\begin{align*}
a_0 &= -8.701 \times 10^{-14} \\
a_1 &= 1.000000000000648 \\
a_2 &= -0.50000000000161 \\
a_3 &= 0.06000000001342 \\
b_1 &= -2.4000000000067
\end{align*}
\]
\[ b_2 = 1.9100000000000122 \]
\[ b_3 = -0.5040000000000293 \]
\[ \lambda = 8.701 \times 10^{-14} \]
\[ L = 9.398 \times 10^{-11} \]
\[ p = q = 3 \]

Example 3. Repeated Roots

From 20 samples of the impulse response of the system

\[ D(z) = \frac{z^{-1}}{(1 - 0.9z^{-1})^2} \]

\[ = \frac{z^{-1}}{1 - 1.8z^{-1} + 0.81z^{-2}} \]

the identification scheme calculated:

\[ a_0 = -2.309 \times 10^{-14} \]
\[ a_1 = 1.0000000000000788 \]
\[ a_2 = -4.504 \times 10^{-14} \]
\[ b_1 = -1.800000000000087 \]
\[ b_2 = 0.810000000000591 \]
\[ \lambda = 2.309 \times 10^{-14} \]
\[ L = 1.14 \times 10^{-11} \]

Example 4. Noise Sensitivity

The effect of additive (measurement) noise on the estimation of parameters for the system,
\[ D(z) = \frac{z^{-1}}{1 - 0.9z^{-1}} \quad (39) \]

is presented in Figure 1. For each parameter, \( E \) is the mean-absolute-error,

\[ E = \frac{1}{N} \sum_{i=1}^{N} |e_i| \quad (40) \]

where \( e \) is the error associated with a single measurement. The gaussian noise samples added to the impulse response samples are characterized by their standard deviation \( \sigma \). Twelve samples were used in the identification and \( N = 50 \).

Example 5. Redundancy Factor

The number of response samples required for the identification of a system is ideally

\[ n_i = p + q - 1 \quad (41) \]

If noise is present, however, the results of an identification based on that number of samples would most likely be inaccurate. Accuracy is generally improved by taking an average over more samples. Figure 2 illustrates the effects of increasing the number of samples used in the identification of the system of Equation 39, where

\[ \text{Redundancy Factor} = \frac{\text{No. of Samples}}{n_i} \quad (42) \]

Figure 3 provides the same information for a similar system with no delay \((a_0 = 1, a_1 = 0)\). In both cases, the
$$D(z) = \frac{z^{-1}}{1 - 0.9z^{-1}}$$

Fig. 1. Effect of Additive Noise Level on Parameter Estimate Errors.
Fig. 2. Effect of Additive Noise on Parameter Identification With Delay.

\[ D(z) = \frac{z^{-1}}{1 - 0.9z^{-1}} \]
Fig. 3. Effect of Additive Noise on Parameter Identification Without Delay.

\[ D(z) = \frac{1}{1 - 0.9z^{-1}} \]
standard deviation of the additive noise was .00001.

Example 6. Identification With Sinusoid Input

The response of the system of Equation 39 to the input,

\[ r(n) = \sin(0.05n), \quad (43) \]

was used for identification by calculating the impulse response by the method discussed in Response of Discrete-Time Systems (the subroutine of Appendix C). The results are:

\[ p = q = 1 \]
\[ a_0 = -1.048\times10^{-12} \]
\[ a_1 = 1.000000000000747 \]
\[ b_1 = -0.900000000000312 \]
\[ \lambda = 1.048\times10^{-12} \]
\[ L = 1.048\times10^{-12} \]

Twenty samples were used in the identification.

Example 7. Biased Samples

If a bias is present in the output of the system of Equation 39, the measured impulse response corresponds to

\[ D(z) = \frac{z^{-1}}{1 - 0.9z^{-1}} + \frac{\Delta}{1 - z^{-1}}, \quad (44) \]

or

\[ D(z) = \frac{\Delta + (1 - 0.9\Delta)z^{-1} - z^{-2}}{1 - 1.9z^{-1} + 0.9z^{-2}}. \quad (45) \]

Application of the identification scheme yields:
\[ p = q = 2 \]

\[ a_0 = 0.0200000000000089 \]

\[ a_1 = 0.982000000000073 \]

\[ a_2 = -1.000000000000422 \]

for \( \Delta = 0.02 \). If no a priori information is available, the above data is useless. However, if the value of the bias were known, the correct parameter values could be calculated from Equation 45. On the other hand, \( \Delta \) could be estimated from \( a_0 \) if the system were known to have at least one pure delay.
IV. CONCLUSION

A time-domain identification technique based on the min-max error criterion was proposed and evaluated. The results indicate that the approximation required to allow application of linear programming techniques provides an efficient solution of the identification problem and does not impair convergence or significantly affect accuracy. An iterative scheme for determining the order of a system as part of the identification procedure was proven to be effective.

Although the algorithm used in the evaluation phase is reasonably efficient, the running time and storage requirements of the computer implementation may be reduced, if necessary, by:

1. Solution of the dual problem,
2. Combining certain of the constraint equations before applying the simplex algorithm, and/or
3. Employing the revised simplex algorithm.

For a comprehensive coverage of these topics, see Hadley (1962).
APPENDIX A

THE SIMPLEX ALGORITHM

The general linear programming problem may be stated as follows: find a solution in \( r \) variables \( x_j \) to the set of \( m \) linear inequalities or equalities,

\[
\begin{align*}
   a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{ir}x_r & \{ \leq, = \} b_i, \\
   i = 1, \ldots, m,
\end{align*}
\]

which maximizes a linear functional of the form

\[
Z = c_1x_1 + c_2x_2 + \cdots + c_rx_r. \tag{A2}
\]

with

\[
x_j \geq 0, \ j = 1, \ldots, r. \tag{A3}
\]

All the \( a_{ij} \), \( b_i \), and \( c_j \) are known constants and only one of the signs \( \leq, =, \geq \) applies to each constraint represented in Equation A1.

The simplex algorithm is an iterative, computationally efficient method of providing a solution to the linear programming problem. The theory and development of the algorithm are described briefly in the following paragraphs. A thorough treatment of the simplex algorithm and other related linear programming topics is given by Hadley (1962).

The inequalities in the constraints (Equation A1) may each be converted to more manageable equations by the addition of suitable variables. For convenience the
constraints are rearranged with the less-than-or-equal-to constraints first, followed by the greater-than-or-equal-to and the equalities. With all $b_k \geq 0$ for reasons which will be explained shortly, the $u$ constraints with $\leq$ signs become

$$
\sum_{j=1}^{r} a_{hj} x_j + x_{r+h} = b_h, \quad h = 1, \ldots, u,
$$

(A4a)

while the $v$ constraints with $\geq$ signs become

$$
\sum_{j=1}^{r} a_{kj} x_j - x_{r+k} = b_k, \quad k = u+1, \ldots, v+u,
$$

(A4b)

and the equality constraints remain unchanged

$$
\sum_{j=1}^{r} a_{pj} x_j = b_p, \quad p = u+v+1, \ldots, m,
$$

(A4c)

with all the added variables also constrained to be non-negative. If the $c$ associated with each of these new variables is fixed at zero, solutions of the set of simultaneous linear equations developed in Equation A4 are also solutions of the original constraint equations and the problem is unchanged.

The constraints (including the non-negativity restrictions) define a closed convex set in the variable space. Any set of $x_j$ belonging to this convex set is termed a feasible solution. Of these feasible solutions, the subset that maximizes the objective function (Equation A2)
are called optimal feasible solutions. A fundamental theorem of linear programming leading to the identification of these solutions is that, if an optimal solution exists, one or more of the extreme points of the convex set will be optimal. Furthermore, the extreme points correspond, one-for-one, to basic feasible solutions of the system of constraints, where a basic feasible solution is defined as a feasible solution with only \( m \) variables different from zero. The non-zero variables are said to be in the basis. Thus, an optimal solution may be determined by starting with an extreme point of the convex set and proceeding along "edges" to successive extreme points which increase the value of the objective function until the optimum is reached. This corresponds exactly to proceeding from one basic feasible solution to another with only one variable entering and one leaving the basis at each iteration. This is, in essence, the simplex algorithm and is illustrated in Figure Al for the two-dimensional problem.

\[
\begin{align*}
    x_1 &\leq 2 \\
    x_2 &\leq 3 \\
    4x_1 + 3x_2 &\leq 12 \\
    x_1, x_2 &\geq 0
\end{align*}
\]

Fig. Al. The Two-Dimensional Linear Programming Problem.
Determination of an initial basic feasible solution is the starting point of the algorithm. If \( b_i \geq 0 \) for all \( i \) and unit vectors are present in the constraint equations corresponding to \( m \) different variables, a basic feasible solution is identified. In the more general case, artificial variables must be added to obtain an easily identifiable initial basic solution. If a large negative \( c_j \) is associated with each of these artificial variables in the objective function, they will be driven out of the solution (set to zero) in successive iterations, and thus, the formulation will revert to that of the original problem.

Before initiating the iterative procedure, the following variables are defined:

\[
Y_{ij} = \begin{cases} 
  a_{ij} & \text{for } i = 1, \ldots, m, j = 1, \ldots, r, \\
  +1 & \text{for } i = 1, \ldots, u, j = i+r, \\
  -1 & \text{for } i = u+1, \ldots, v, j = i+r, \\
  +1 & \text{for } i = u+1, \ldots, m, j = i+v+u, \quad (A5) \\
  b_i & \text{for } i = 1, \ldots, m, j = m+v+u+1, \\
  z_j - c_j & \text{for } i = m+1, j = 1, \ldots, m+v+u, \\
  z & \text{for } i = m+1, j = m+v+u+1
\end{cases}
\]

\[
z_j - c_j = \sum_{i=1}^{m} c_{Bi} Y_{ij} - c_j, \quad (A6)
\]

\[
c_{Bi} = c_j \text{ for the } i^{th} \text{ variable in the basis.}
\]

Based on these quantities, the steps in the algorithm...
are:

1. Examine the $z_j - c_j$.
   a. If all $z_j - c_j > 0$, the basic feasible solution is optimal.
   b. If at least one $z_j - c_j < 0$ and has $y_{ij} > 0$ for at least one $i$, select the variable, $x_k$, with the most negative $z_j - c_j$ to enter the basis.
   c. If for the variable selected to enter the basis all $z_j - c_j < 0$, the solution is unbounded.

2. Determine the variable $x_r$ to leave the basis using

$$\frac{x_{Br}}{y_{rk}} = \min_i \left( \frac{x_{Bi}}{y_{ik}} \right), y_{ik} > 0 \quad (A7)$$

3. Compute the new values (*) of $y_{ij}$ by

$$y_{ij}^* = y_{ij} - \frac{y_{ik}}{y_{rk}}, i \neq r, \quad (A8)$$

$$y_{rj}^* = \frac{y_{rj}}{y_{rk}}, \quad (A9)$$

4. Repeat all steps.

If, when an optimal solution is reached, artificial variables are present in the basis, then there is no feasible solution to the original problem.
APPENDIX B

COMPUTER PROGRAM DESCRIPTION

The computer program IDNT was generated to evaluate the performance of the identification procedure developed in this thesis. It was developed to be sufficiently general to accommodate the examples studied, and thus, it is not optimized for any particular application. Specific areas which may require modification or improvement in this respect are outlined in the Conclusion.

The organization of the executive program IDNT is illustrated in Figure Bl. Basically, IDNT calculates estimates of the discrete transfer function parameters from the input data by the method presented in this thesis. The program provides the option of calculating the system impulse response from data corresponding to inputs other than an impulse. In general, IMPLZ, the subroutine which performs this function, must be generated via the techniques described on page 15; however, examples for the case of step and sinusoid inputs are presented in Appendix C. Other options include the order of the initial approximation, the bound on the error for the order determination, and the amount of data to be printed.

The following names of important variables are common to the executive routine and/or all subroutines:

F(K) - Array of input samples,
NSAM - Number of samples in input array,
START

INITIALIZE
Set Option Flags

FIN
Read P(K), K=1,NSAM

INP > 0
Yes

IMPLZ
Calculate Impulse
Response From Input

No

MTRX
Generate Simplex
Matrix

Yes

ERROR > EBNB
No

SMPLX
Simplex Algorithm

SORT
Sort SMPLX Output to
Obtain Parameter
Estimates A(J), B(J)

FCAL
Calculate Impulse
Response Based on
A(J), B(J)

Output
STOP

Fig. B1. Executive Program IDNT Flow Chart.
EBND  - Bound on min-max error at order check point,
INP   - Flag to indicate nature of input (= 0 for
impulse response, = 1 for response other
than impulse),
A(I)  - Estimate of the $I^{th}$ numerator parameter in
the transfer function model,
B(I)  - Estimate of the $I^{th}$ denominator parameter in
the transfer function model,
P     - Order of the numerator,
Q     - Order of the denominator,
Y(I,J) - Two dimensional array input to the simplex
algorithm subroutine SMPLX (row I, column
J),
M1=M+1 - Total number of rows in Y matrix, and
N1=N+1 - Total number of columns in Y matrix.

In the following, each subroutine is discussed in
terms of its function and important variables.

Subroutine FIN

Subroutine FIN reads the input samples $(F(K), K=1, \ldots, NSAM)$ from cards in the format specified. It also reads
the option variables INP, EBND, PRNT, P(initial), Q(initial), and a two-line heading. Data presented in other
forms may be entered by suitable modifications of this input subroutine.

Subroutine IMPLZ
If the input samples represent the system response to an input other than an impulse, subroutine IMPLZ is called by setting INP=1 (INP=0 for normal inputs). Examples of the subroutine for step and sinusoid inputs are given in Appendix C. For other deterministic inputs, a subroutine may be developed from the techniques discussed in the section, Response of Discrete-Time Systems. The calculated impulse response is stored in the array F(K).

Subroutine MTRX

The purpose of this subroutine MTRX is to employ the techniques developed in the Discussion to transform the identification problem into a linear programming problem. The subroutine performs all manipulations required to convert the raw data into a form suitable for solution by the simplex algorithm discussed in Appendix A and outputs this formulation in the matrix Y. A flow chart of the subroutine is presented in Figure B2. The principal functions are:

1. Elimination of inequalities by addition of appropriate variables,
2. Introduction of artificial variables and formulation of an initial basic feasible solution,
3. Assignment of cost factors to each variable in the objective function,
4. Adjustment of the formulation if negative input samples are encountered,
MT = 2*NSAM
NT = 3 + 2*(P+Q) + 3*NSAM

MT < M
AND
NT < N

Yes

PL = P + 1
QL = Q + 1
M = MT
N = NT
M1 = M + 1
N1 = N + 1

Y(I, J) = 0.0
for I = 1, M1
J = 1, N1

Y(I, 1) = 1.
Y(I + 1, 1) = -1.
for I = 1, M, 2

M2 = 2*P1

Y(I, I + 1) = 1.
Y(I + 1, I + 2) = -1.
Y(I, I + 2) = -1.
Y(1 + 1, I + 1) = 1.
for I = 1, M2, 2

N2 = 2*P1 + 2
N3 = N2 + 2*Q - 1
II = 3

J = N2
J = J + 2

No
Yes

WRITE:
MATRIX MT * NT
TOO LARGE FOR
DIMENSIONED ARRAY

STOP

Fig. B2. Flow Chart of Matrix Generating Subroutine MTRX.
If:

\[ M(I,J) = 1. \]
\[ Y(I,J+1) = -1. \]
\[ Y(I+1,J+2) = 1. \]
\[ NVIB(I) = J \]
\[ NVIB(I+1) = J + 2 \]
\[ C(l) = -1. \]

Fig. B2. (continued).
5. Introduction of complimentary variables to remove the non-negativity restraints on the parameter estimates,

6. Application of weighting factors if desirable for a particular application, and

7. Determination of the dimensions of the Y matrix and checking for field specification overflow.

The important variables not previously defined are:

C(J) - The cost factor associated with the Jth variable, and

NVIB(I) - A list of the variables in the basic feasible solution (in order).

Subroutine SMPLX

Subroutine SMPLX is a computer implementation of the simplex algorithm for solution of linear programming problems. It is based on the discussion presented in Appendix A and employs the notation defined in that section. To eliminate propagation of round-off errors, two minor departures from the algorithm are included in the program:

1. The Zj - Cj terms (row M1 of the Y matrix) are re-calculated at each iteration, and

2. Optimality is assumed if the Zj - Cj terms are greater than \(-1 \times 10^{-14}\) (instead of zero).

The subroutine is flow charted in Figure B3. The important variables not previously defined are:

XMIN - the quantity described in (2) above,
Fig. B3. Flow Chart of Simplex Algorithm Subroutine SMPLX.
WRITE:

UNBOUNDED

for I=1,M

Y(I,K)>0

XMIN=Y(I,N1)/Y(I,K)+1

for I=1,M

Y(I,N1)/Y(I,K)<XMIN AND Y(I,K) > 0

IR=I

XMIN=RX

Y(I,J)=Y(I,J) - \frac{Y(I,K) * Y(IR,J)}{Y(IR,K)}

for I=1,M1 & \neq IR

J=1,N1

CB(IR)=C(K)

NVIB(IR)=K

Y(IR,J)=Y(IR,J)/Y(IR,K)

for J=1,N1 & \neq K

Y(IR,K)=1.0

Fig. B3. (continued).
CBA(J) - Z_j,

CB(I) - the cost factors for the variables in the basic feasible solution,

K - index of variable selected to enter the basis

IR - index of variable selected to leave the basis, and

ITMAX - an arbitrary limit on the number of iterations.

Branch points are included for:

1. Unbounded Solution,
2. No Feasible Solution, and
3. No Solution in ITMAX Iterations.

For a correctly defined problem, none of these flags should occur.

Subroutine SORT

Subroutine SORT is called, following solution of the linear programming problem by the subroutine SMPLX, to reorder or sort the variables in the solution so that the parameter estimates may be determined. The variables in the solution, NVIB(I), have the values Y(I,Nl). The parameter estimates are calculated from the ordered solution D(J). A flow chart of this subroutine is given in Figure B14.

Subroutine FCAL

Subroutine FCAL calculates the impulse sequence
Fig. B4. Flow Chart of Sorting Subroutine SORT.
FC(K), corresponding to the parameter estimates, by application of Equation 14. A flow chart is presented in Figure B5.
Fig. B5. Flow Chart of Z-Transform Inversion Subroutine FCAL.
APPENDIX C

LISTING OF FORTRAN IV

COMPUTER PROGRAM IDNT
PROGRAM IDNT
INTEGER P,Q,PI,P1,QI,QI
COMMON Y(51,101),C(100),NVIB(50),F(20)
DIMENSION A(10,B(10),FC(20),FE(20)
WRITE (6,99)
99 FORMAT(1H1//)
CALL FIN (NSAM,P,Q,INP,EBND,PRNT)
PI=P $ QI=Q $ IF(INP.GT.O) CALL IMPLZ(NSAM)
3 CONTINUE
M=50 & N=100 & P1=P+1 & Q1=Q+1
CALL MTRX(M,N,P,Q,NSAM)
CALL SMPLX(M,N,ITMAX,NIT)
CALL SORT (M,N,P,Q,A,B)
M1=M+1 & N1=N+1
IF (ABS(Y(M1,N1)).LT.EBND) GO TO 10
P=P+1 & Q=Q+1
GO TO 3
10 CONTINUE
CALL FCAL(NSAM,P,Q,A,B,FC)
DO 30 K=1,NSAM
30 F(K)=F(K)-FC(K)
AMAX=ABS(F(1))
DO 40 K=1,NSAM
40 IF (ABS(F(K)).GT.AMAX) AMAX=ABS(F(K))
WRITE(6,91) INP,EBND,PI,QI
91 FORMAT(/5X,*INP=*,I12//5X,*EBND=*,E11.1//
* 5X,*P(INITIAL)=*,I5//5X,*Q(INITIAL)=*,I5//)
WRITE (6, 93) (K,F(K),K=1,NSAM)
93 FORMAT(5X,*THE INPUT SEQUENCE IS*//(I7,F12.8))
WRITE(6, 92) P,Q,Y(M1,N1)
92 FORMAT(/5X,*FOR THE ABOVE PARAMETER ESTIMATES//
* 6X,*I=*,I7,/5X,*A(I)=*,I10X,*B(I)=//(I8,2E18.8//)
IF (PRNT.GT.O) WRITE (6, 95) (K,FC(K),K=1,NSAM)
95 FORMAT//(5X,*FOR THE ABOVE PARAMETER ESTIMATES//
* /5X,*THE OUTPUT SEQUENCE IS*//(I7,F12.8//)
IF(PRNT.GT.O) WRITE(6,98) AMAX
98 FORMAT(5X,*THE ACTUAL MAXIMUM ERROR IS*,,E11.4//)
IF(PRNT.GT.O) WRITE(6, 97) (K,F(K),K=1,NSAM)
97 FORMAT (5X,*THE ERRORS,F(K)-FC(K), ARE*//(I7,E14.4))
STOP
END
SUBROUTINE FIN(NSAM,P,Q,INP,EBND,PRNT)
  INTEGER P,Q,P1,Q1
  COMMON Y(51,101),C(100),NVIB(50),F(20)
  DIMENSION A(10),B(10),HEAD(144)
C*****READ HEADING AND*************
C*****ALL DATA FROM CARDS************
  READ(5,90) HEAD
  90 FORMAT(72A1)
C*****2 CARD HEADING***************
  WRITE(6,90) HEAD
  READ(5,91) P,Q,INP,EBND,PRNT
  91 FORMAT(3I4,E12.2,F12.0)
  READ(5,92) NSAM,(F(K),K=1,NSAM)
  92 FORMAT(I4/(5,F12.0))
  RETURN
END
SUBROUTINE IMPLZ(NSAM)
COMMON Y(51,101),C(100),NVIB(50),F(20)
DIMENSION DUM(20)
C***********************************************************************
C IMPULSE RESPONSE FROM SINE(ANT) RESPONSE
C***********************************************************************
WRITE(6,90)
90 FORMAT(//5X,*THE SEQUENCE BELOW CORRESPONDS*/,5X,*TO A SIN(ANT) INPUT*)
   A=1.
   XCOS=COS(A)
   XSIN=SIN(A)
   DUM(1)=F(1)
   NSAM=NSAM-1
   F(1)=(F(2)-2.*XCOS*F(1))/XSIN
DO 10 I=2,NSAM
   DUM(I)=F(I)
10  F(I)=(F(I+1)-2.*XCOS*F(I)+DUM(I-1))/XSIN
RETURN
END

SUBROUTINE IMPLZ(NSAM)
COMMON Y(51,101),C(100),NVIB(50),F(20)
C***********************************************************************
C IMPULSE RESPONSE FROM STEP RESPONSE
C***********************************************************************
   F(1)=F(1)
DO 10 I=2,NSAM
10  F(I)=F(I)-F(I-1)
RETURN
END
SUBROUTINE MTRX (M, N, P, Q, NSAM)
INTEGER P, Q, P1, Q1
COMMON Y(51,101), C(100), NVIB(50), F(20)

MT=2*NSAM
NT=3(1+NSAM)+2(P+Q)
IF(MT.LT.M.AND.NT.LT.N) GO TO 5
WRITE (6,90) MT, NT

90 FORMAT (1H1//7H MATRIX, I4, 2H X, I4//
* 32H TOO LARGE FOR DIMENSIONED ARRAY)
STOP

5 P1=P+1
Q1=Q+1
M=MT $ N=NT $ M1=M+1 $ N1=N+1
DO 10 I=1,M1
DO 10 J=1,N1
10 Y(I,J)=0
DO 11 I=1,M,2
Y(I,1)=1.
11 Y(I+1,1)=-1.
I2=0
DO 12 I=1,M,2
I2=I2+1
Y(I,N1)=F(I2)
12 Y(I+1,N1)=F(I2)
M2=2*P1
I3=0
DO 13 I=1,M2,2
I3=I3+2
Y(I,I3)=1.
Y(I+1,I3+1)=-1.
Y(I,I3+1)=-1.
13 Y(I+1,I3)=1.
N2=2*P1+2
N3=N2+2*Q-1
I4=3
DO 15 J=N2,N3,2
I5=1
DO 14 I=I4,M,2
Y(I,J)=-F(I5)
Y(I+1,J)=-F(I5)
Y(I,J+1)=F(I_5)
Y(I+1,J+1)=F(I5)
14 I5=I5+1
15 I4=I4+2
I4=I4+N3
J=I4
DO 16 I=1,M,2
Y(I,J)=1.
Y(I,J+1)=-1.
Y(I+1,J+2)=1.
NVIB(I)=1.
NVIB(I+1)=J+2
16 \( J = J + 3 \)
   DO 17 \( J = 1, N \)
17 \( C(J) = 0 \).
   \( C(1) = -1 \).
   DO 18 \( J = N_4, N, 3 \)
18 \( C(J) = -1000 \).
   DO 20 \( I = 1, M \)
   DO 19 \( J = 2, N_3 \)
19 IF \((Y(I,N_1).LT.0.)\) \( Y(I,J) = -Y(I,J) \)
20 IF \((Y(I,N_1).LT.0.)\) \( Y(I,N_1) = -Y(I,N_1) \)
RETURN
END
SUBROUTINE SMPLX(M,N,ITAX,NIT)
COMMON Y( 51,101),C(100),NVIB( 50),F( 20)
DIMENSION CBA(100),CB( 50)
ITMAX=100
M1=M+1
N1=N+1
DO 21 NIT=1,ITMAX
   DO 10 I=1,M
      NI=NVIB(I)
      DO 11 J=1,N
         CB(J)=C(NI)
      11 CONTINUE
      DO 12 J=1,N
         CBA(J)==0.0
      12 CONTINUE
      Y(M1,J)=CBA(J)-C(J)
      Y(M1,N1)=0.0
   10 CONTINUE
   DO 13 I=1,M
      RX=Y(I,N1)/Y(I,K)
      IF (RX.LT.XMIN.AND.Y(I,K).GT.0.0) IK=I
   13 CONTINUE
   DO 15 I=1,M
      ALPHA=Y(I,K)/Y(IR,K)
      IF (I.EQ.IR) GO TO 19
      DO 18 J=1,N1
         Y(IR,J)=Y(IR,J)-ALPHA*Y(IR,J)
      18 CONTINUE
      CB(IR)=C(K)
      NVIB(IR)=K
   15 CONTINUE
   IF (I.EQ.IR) GO TO 19
   ALPHA=Y(I,K)/Y(IR,K)
   DO 18 J=1,N1
      Y(IR,J)=Y(IR,J)/Y(IR,K)
   18 CONTINUE
21 CONTINUE
WRITE (6,91) ITMAX
91 FORMAT (1H //15H NO SOLUTION IN,16,11H ITERATIONS)
    RETURN
30 DO 31 I=1,M
   INB=NVIB(I)
31 IF (C(INB).GT. 99.) WRITE (6,92)
92 FORMAT (///5X,20H NO FEASIBLE SOLUTION)
    RETURN
END
SUBROUTINE SORT (M,N,P,Q,A,B)  
INTEGER P,Q,P1,Q1  
COMMON Y( 51,101),C(100),NVIB( 50),F( 20)  
DIMENSION D(50),A(10),B(10)  
M1=M+1 $ N1=N+1  
P1=P+1 $ Q1=Q+1  
JP=1+2*Q1+2*P1  
DO 10 J=1,JP  
D(J)=O.  
DO 5 I=1,M  
IF(NVIB(I).EQ.J) D(J)=Y(I,N1)  
IF(NVIB(I).EQ.J) GO TO 10  
5 CONTINUE  
10 CONTINUE  
JQ=1+2*P1  
IA=0  
DO 15 J=2,JQ,2  
IA=IA+1  
15 A(IA)=D(J)-D(J+1)  
JR=JQ+1  
JS=JR+2*Q-1  
B(1)=1.  
IB=1  
DO 20 J=JR,JS,2  
IB=IB+1  
20 B(IB)=D(J)-D(J+1)  
RETURN  
END
SUBROUTINE FCAL(NSAM,P,Q,A,B,F)
INTEGER P,Q,P1,Q1
DIMENSION A(10),B(10),F(20)
P1=P+1
Q1=Q+1
DO 15 K=1,NSAM
  F(K)=0.
  IF (K.GT.P1) GO TO 5
  F(K)=A(K)
5 CONTINUE
DO 10 J=2,Q1
  KJ=K-J+1
  IF (KJ.LT.1) GO TO 15
10 F(K)=F(K)-B(J)*F(KJ)
15 CONTINUE
RETURN
END
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