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ABSTRACT

This study develops an integrated guidance, navigation and control system for use in autonomous proximity operations and docking of spacecraft. A new approach strategy is proposed based on a modified system developed for use with the International Space Station. It is composed of three “V-bar hops” in the closing transfer phase, two periods of stationkeeping and a “straight line V-bar” approach to the docking port. Guidance, navigation and control functions are independently designed and are then integrated in the form of linear Gaussian-type control. The translational maneuvers are determined through the integration of the state-dependent Riccati equation control formulated using the nonlinear relative motion dynamics with the weight matrices adjusted at the steady state condition. The reference state is provided by a guidance function, and the relative navigation is performed using a rendezvous laser vision system and a vision sensor system, where a sensor mode change is made along the approach in order to provide effective navigation. The rotational maneuvers are determined through a linear quadratic Gaussian-type control using star trackers and gyros, and a vision sensor. The attitude estimation mode change is made from absolute estimation to relative attitude estimation during the stationkeeping phase inside the approach corridor. The rotational controller provides the precise attitude control using weight matrices adjusted at the steady state condition, including the uncertainty of the moment of inertia and external disturbance torques. A six degree-of-freedom simulation demonstrates that the newly developed GNC system successfully autonomously performs proximity operations and meets the conditions for entering the final docking phase.
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1. INTRODUCTION

1.1. BACKGROUND AND DEVELOPMENT

Autonomous rendezvous and docking [1-12] are important technologies for current space programs, including transportation missions such as supply and repair to the International Space Station (ISS) and future space exploration of the Moon, Mars, and beyond. Proximity operations (PO) [2], [4], [7] and docking require extremely delicate and precise translational and rotational maneuvers. In the final approach during the proximity operations phase, the relative position, velocity, attitude and angular rates between the target and the chaser spacecraft are required to be precisely controlled to obtain the required docking interface conditions. In addition, precise relative position, velocity and attitude state estimations are required. This requirement has necessitated the development and application of various precision sensors.

The first spacecraft rendezvous and docking dates back to the manned U.S. Gemini [6] and Apollo programs [7], [13], [14] and the unmanned Russian Cosmos missions of the late 1960s. The first rendezvous and docking operations were conducted by the Gemini program in December 1965. Its objective was to develop techniques for advanced space travel, notably those necessary for the Apollo project, whose objective was to land humans on the Moon. The Gemini program provided valuable experience in developing both pre-mission and in real-time alternate procedures to address on-board and ground system problems. Gemini 7 (Figure 1.1) was originally intended to fly after Gemini 6, but the original Gemini 6 mission was cancelled after the failure during the launch of the Agena Target Vehicle (Figure 1.2) with which it was to rendezvous and dock. However the rendezvousing objective was so important it was decided to fly Gemini 6 at the same time as Gemini 7, using the latter as the rendezvous target. The Gemini program consisted of a total of 19 launches, 2 initial uncrewed test missions, 7 target vehicles, and 10 crewed missions, each of which carried two astronauts to Earth orbit. Designed as a bridge between the Mercury and Apollo programs, the Gemini program primarily tested equipment and mission procedures and trained astronauts and ground crews for future Apollo missions. The general objectives of the program included: long duration flights testing the ability to maneuver a spacecraft and to achieve
rendezvous and docking of two vehicles in Earth orbit training of both flight and ground crews conducting experiments in space; extravehicular operations (standup sessions and spacewalks) active control of reentry to achieve a precise landing and onboard orbital navigation.

The Apollo program was designed to land humans on the Moon and bring them safely back to Earth. For Apollo, the Lunar Excursion Module’s (LEM) (Figure 1.2) guidance and control system functioned as the chaser vehicle and was similar to the Gemini’s. The crew’s interaction in the Command Service Module (CSM) (Figure 1.3) functioned as the target vehicle with LEM’s guidance and control system also similar to the Gemini’s. The LEM avionics included a guidance digital computer, an inertial measurement unit (IMU), optical equipment for IMU alignment, and a rendezvous radar operating from 740 km to 24 meters. The rendezvous radar in the LEM, which is an interferometric-type system, provided the CSM’s range, range rate, and bearing to crew displays and to the guidance computer for maneuver computations. The Apollo program, even with limited computer resources, could demonstrate many of the automated guidance, navigation and control functions required for present-day autonomous rendezvous and docking.
As the next step to the Apollo program, the Shuttle program, beginning from the early 1980s, has demonstrated rendezvous and docking functions for various types of spacecraft. The Shuttle Orbiter’s Guidance, Navigation and Control (GNC) system is also similar to the LEM’s as far as rendezvous and docking are concerned. Small and large target vehicles, as well as plume impingement concerns with the Shuttle Reaction Control System (RCS) jets, drove the development for new piloting techniques. This led to an increase in sophistication of proximity operations. Proximity operations for the Shuttle required more planning and analysis than it did for Gemini and Apollo missions. Rendezvous and docking missions to Mir (Figure 1.5) and the International space station (ISS) involved crew transfer, re-supply, and transport of new station elements. The sensor system used for the Apollo program is still used for the Shuttle’s GNC system. In addition to this sensor system, the Trajectory Control Sensor (TCS), which is a laser ranging device that is mounted in the Orbiter’s payload bay for short range use, is used to provide range, range rate, and bearing to the target for display to the crew at ranges varying from 1.5 km to 1.5 meters. The onboard GNC system, through the crew command, can automatically perform various rendezvous functions including translation and rotational control, targeting, and relative navigation. However, the crew manually performs the final phase approach maneuvering within about 90 meters of the target.
using visual images from the centerline camera fixed to the center of the Orbiter’s docking mechanism, TCS and laptop situational awareness displays shown in Figure 1.6.

Since the early 2000s, there have been several programs proposed to demonstrate the capability to perform autonomous rendezvous and docking. The DART [25-27] (Demonstration of Autonomous Rendezvous Technology) mission, which was a joint program between the Marshall Space Flight Center and Orbital Sciences Corporation, was intended to provide a key step in establishing autonomous rendezvous capabilities for the U.S. space program by performing autonomous rendezvous. On April 15, 2005, the DART spacecraft was successfully deployed from a Pegasus XL rocket launched from the Western Test Range at Vandenberg Air Force Base, California. DART, which is illustrated in Figure 1.7, was designed to rendezvous with and perform a variety of maneuvers in close proximity to the Multiple Paths, Beyond-Line-of-Sight Communications (MUBLCOM) satellite, without assistance (autonomously) from ground personnel. The NASA spacecraft performed nominally during the first eight hours of the mission-launch, checkout, and rendezvous phases. It accomplished all objectives up to that point, though ground operations personnel noticed some anomalies with the spacecraft's navigation system. However, DART had no means to receive or execute
uplinked commands, so the ground crew could not take any action to correct the anomalies. Approximately 11 hours into the mission, the spacecraft detected its propellant supply was depleted and began a series of maneuvers for “departure and retirement.” As a result, portions of the mission were deemed failures. A mishap investigation board for the DART determined that the first cause of its premature retirement occurred when the estimated and measured positions differed to such a degree that the software executed a computational “reset.” By design, the reset caused DART to discard its estimated position and speed and restart those estimates using measurements from the primary GPS receiver. DART used GPS for long-range measurements and the Advanced Video Guidance System (AVGS) for proximity operations (See Figure 1.8).

The Orbital Express [28] program was a space mission managed by the U.S. Defense Advanced Research Projects Agency (DARPA) and a team led by engineers at NASA’s Marshall Space Flight Center. The project aimed to demonstrate several satellite servicing operations and technologies including rendezvous, proximity operations and stationkeeping, capture, docking, and fluid transfer (hydrazine). May 11, 2007, the Boeing Orbital Express system, shown in Figure 1.9, completed another first by successfully performing a fully autonomous free-flight rendezvous and capture operation.
The system consisted of two spacecraft: the Autonomous Space Transport Robotic Operations (ASTRO) vehicle and a prototype modular next-generation serviceable satellite (NEXTSat). The program demonstrated several sensor technologies for long-and short-range navigation. The AVGS system was also used for close-range position estimation and attitude estimation. The final rendezvous and docking between the two spacecraft occurred on June 29, 2007 after three months of highly successful demonstrations.

The Experimental Satellite System (XSS) series [14], [29] conducted by the U.S. Air Force, is to demonstrate increasing levels of microsatellite technology maturity such as inspection, rendezvous and docking, repositioning and techniques for close-in proximity maneuver around orbiting satellites. The XSS-10 is the first microsatellite in the series and was launched in 2003. It demonstrated semi-autonomous operations and visual inspection in close proximity of an object in space. The success of the XSS-10 flight demonstration was the first step in applying micro-satellite technology to military space missions and paved the way for more ambitious experiments on XSS-11 and future programs. The subsequent spacecraft in the series, XSS-11 shown Figure 10, used an active LIDAR [30-35], (Light Detection and Ranging) system for its rendezvous mission, featuring a passive camera and star tracker for relative navigation.

Figure 1.9. Orbital Express System. (Figure Taken from Reference [22]) Figure 1.10. XSS-11 System. (Figure Taken from Reference [23])
The LIDAR system is an optical remote sensing technology that measures properties of scattered light to find range and/or other information of a distant target. A LIDAR instrument suitable for use in rendezvous space applications is the Rendezvous Laser Vision (RELAVIS) scanning system [30-35].

The ATV [36-46] (Automated Transfer Vehicle) is an expendable, unmanned resupply spacecraft developed by the European Space Agency (ESA). The ATV program is designed to perform automated phasing, approach, rendezvous and docking to the ISS, followed by departure and deorbit maneuvers. It uses absolute and relative GPS navigation and star trackers to automatically rendezvous with the ISS. At a distance of 249 m, the ATV computers use videometer and telegoniometer data for final approach and docking maneuvers. The actual docking to Zvezda (see Figure 1.8), the Russian service module on the ISS, is fully automatic. The first mission of the Jules Verne ATV was launched on March 9, 2008 and docked successfully to the ISS on April 3, 2008. Jules Verne ATV, shown in Figure 1.11, also successfully demonstrated the critical Collision Avoidance Maneuver. The elements composing the ATV nominal rendezvous strategy [36-45] include a drift phase, homing transfer, closing transfer, and final translation. Figure 1.12 illustrates the ATV’s approach maneuver when docking with Zveveda.

Figure 1.11. Jules Verne ATV.  
(Figure Taken from Reference [24])

Figure 1.12. ATV Docking to Zveda.  
(Figure Taken from Reference [25])
Other programs are also under development involving autonomous rendezvous and docking such as the Japanese HTV (H-2 Transfer Vehicle), the Russian Progress vehicle, and the recent Hubble Robotic Servicing and Deorbit Mission (HRSDM) led by the NASA Goddard Space Flight Center and Lockheed Martin. Figure 1.13 [14] illustrates a timeline of autonomous rendezvous and docking programs.

![Figure 1.13. Autonomous Rendezvous and Docking Program Timeline. (Figure Taken from Reference [14])](Image)

1.2. NAVIGATION SYSTEMS

Proximity operations and docking are the phases requiring highly precise translational and rotational maneuvering. These requirements led to the development and evaluation of several relative navigation sensors, such as the Advanced Video Guidance
Sensor (AVGS), GPS, LIDAR, laser dynamics ranger imager (LDRI), and optical sensors combined with structured active light sources, star tracker, and the Inertial Navigation System (INS). Relative GPS (RGPS) navigation in the ATV program successfully fulfills the GNC and safety requirements for approaching the ISS from locations S0 to S3 as illustrated in Figure 1.14 [36-45]. When a spacecraft approaches the ISS for rendezvous, the signals from the GPS satellites may be blocked by the ISS structure leading to the lack of visibility or degradation from multi-path effects [38-49]. For this reason, RGPS cannot meet the necessary navigation requirements for docking in the ATV program. RGPS is not used in either the Shuttle rendezvous or proximity operations due to various concerns such as accuracy deterioration, multi-path effects, unreliability and antenna obscuration [48], [49]. At location S3 RGPS navigation is replaced by the Relative Navigation system with Videometer (RVDM). The RVDM system provides the relative position, velocity and attitude in the final approach meeting docking requirements.

This study uses the RELAVIS system based on scanning laser radar measurements, designed by Optech and MD Robotics [30], [31] and a vision-based navigation (VISNAV) system (which uses Position Sensing Diodes (PSD)) [50-57] as alternatives to RGPS and RVDM. The RELAVIS scanning system provides an integrated laser-based vision system that obtains relative position and orientation of a target vehicle. This system was demonstrated successfully in the XSS-11 program. Its application is also useful for deep space exploration where GPS is not available. The navigation system using the RELAVIS scanning system in this study provides the relative position and velocity. As the two vehicles get closer, the VISNAV measurements become more accurate, at which point a sensor mode switch is made to the VISNAV system to take advantage of the more accurate relative position, velocity, and attitude measurements in the final straight line approach before S4. With the use of the RELAVIS scanning system in the closing transfer and straight line translational approach to S4 from S3, star trackers and three axis gyroscopes (gyros) are also used to estimate the chaser absolute attitude in those phases. This study also adopts and modifies the approach strategy of the ATV shown in Figure 1.14. It considers the closing transfer to the final translational approach for the acquisition of the required docking conditions. Moreover, S3, which is where the navigation system switches from RGPS to RVDM, is now relabeled S4 where the
RELAVIS scanning system and star trackers-based absolute attitude estimation are replaced by the VISNAV system.

1.3. OBJECTIVES AND OUTLINES

Among the space programs discussed, the approach strategy used by the ATV of translating to the docking port located along the –V-bar direction as shown in Figure 1.14 is selected and modified as a case-study to evaluate the integrated GNC system proposed in this study. In addition, the GNC system is developed to have the capability of autonomously meeting the final conditions required during the docking phase of the proximity operations. Autonomy is defined as the ability for a vehicle and its onboard system to perform a function without external support.

Figure 1.14. Approach Strategy to –V-bar Docking Port. (Figure Taken from References [46-45])

The level of autonomy is the degree with which a function can be performed by on board systems and the crew without ground system support, or support from other vehicles.
Autonomous proximity operations are characterized by controlling a chaser vehicle about a predetermined reference trajectory toward the docking port of the target. This study proposes an integrated autonomous GNC system for the proximity operations and docking of a spacecraft with an ISS-type vehicle. The proposed integrated GNC system is composed of an independent guidance function, navigation function and control function.

The Shuttle crew’s manual flight segment was chosen to demonstrate the autonomous control techniques. The Shuttle program is scheduled to be retired by 2010; however, the Shuttle orbiter’s standard ISS approach techniques will likely be applied to other future programs. The optimal control techniques developed in this study are applied to the Shuttle orbiter’s manual phase flight segment including proximity operations and entering the docking phase as shown in Figure 1.15 [4], [49], [50], [58], [59]. The goal for autonomous proximity operations is to meet the conditions for a successful docking.

Figure 1.15. Shuttle Proximity Operations Trajectory. (Figure Adapted from Reference [4], [49], [50], [58], [59])
The task of the guidance function is to provide the desired trajectory of the chaser as nominal values of the state vector at each point in time, enabling the control function to determine the control commands. The Clohessy-Wiltshire (CW) terminal guidance scheme [60-62] is used to determine the proper transfer time, reference trajectory, and required $\Delta V$ during the closing phase. The straight line $V$-bar approach is used for the final approach from the ending point of the closing to the docking port of the target to enable soft docking. For the stationkeeping phase, the exponential breaking law [63] is used to nullify the approach. The desired quaternion and angular rates of the target, computed by onboard navigation, are provided to the attitude controller. Relative position, velocity, attitude and angular rate of the chaser are provided to the control function.

The task of the navigation function is to provide the best estimate of the current state of the chaser vehicle to the guidance and control functions using the extended Kalman filter (EKF) [64-67]. The RELAVIS scanning system provides relative position and velocity from S2 to S4. A switch is then made to VISNAV to provide more accurate navigation and relative attitude measurements. Like the sensor mode switch for the translational maneuvers, there is also a sensor mode switch for the rotational maneuvers. Absolute attitude estimation of the chaser using star trackers and rate integrating gyros is used from S2 to S4. Relative attitude estimation is then performed from S4 to the docking port using vision sensors. The estimated relative positions, velocities and attitudes, determined through the integrated navigation system, are fed to the Control function.

The task of the Control function is to provide the control force and control torque commands that will be executed by the control system of the chaser vehicle to track the reference trajectory and attitude. For the translational control of the chaser vehicle, state-dependent Riccati equation (SDRE) control is used [67-72], [77-81] based on the nonlinear relative motion dynamics including the Earth oblateness and air drag perturbations. For the attitude control of the chaser vehicle, a linear quadratic regulator (LQR) [71], [72] controller with linear closed-loop error dynamics is used to drive the chaser absolute attitude and angular rate to the desired attitude. This controller is then combined with an extended Kalman filter, leading to a linear quadratic Gaussian (LQG)-type control [71-73] system. As with the translational maneuvering, the LQG-type
attitude control system is integrated with the SDRE controller. Guidance, navigation and control functions are integrated into a feedback closed-loop system. The GNC is then performed autonomously by real-time.

In Chapter 2, the high-level proximity operations strategy of the Shuttle is reviewed. The proximity operations strategy developed in this study, modified from the current strategy for the ATV, is described. In Chapter 3, the GNC proximity operations architecture is described. In Chapter 4, the dynamic modeling for control and estimation formulations is set forth. In Chapter 5, the guidance function, which is composed of the CW guidance terminal scheme, exponential braking law for stationkeeping phase, and straight line V-bar approach leading to soft docking, is described. In Chapter 6, the navigation function, including the use of several navigation sensors, is described. The use of EKF algorithms and the unscented Kalman filter (UKF) algorithm is established. In Chapter 7, the design of the control function based on optimal control techniques is described. The integration of each function composing the autonomous GNC system is then described. Finally, the autonomous optimal control techniques are demonstrated for Shuttle-like proximity operations and the GNC system is demonstrated for the newly proposed approach strategy using six-degree-of numerical simulations.
2. OVERVIEW OF PROXIMITY OPERATIONS STRATEGIES

Optimal control techniques are summarized for the proximity operations strategy of the Shuttle. The GNC system proposed in this study, modified from that of the ATV, is also summarized.

2.1. OVERVIEW OF PROXIMITY OPERATIONS STRATEGY OF THE SHUTTLE

The trajectory profile design in the manual flight phase of the Shuttle is highly dependent on the payload configuration. Payload attitude control and susceptibility to plume impingement are primary drivers in the final approach. The preferred technique for plume impingement prevention is the use of the V-bar guidance method during the final approach, which guides the approach of the Shuttle (chaser) along the velocity vector toward a target such as the ISS. This approach along the target’s velocity vector, a form of pursuit guidance, is well-known and has been thoroughly investigated dating back to the Gemini program. The piloting procedure is relatively easy to execute. To initiate the V-bar approach, the active vehicle nulls the orthogonal relative velocities along the V-bar direction and accelerates to the desired closing rate along the V-bar direction, which is now along the line of sight to the target. The V-bar final approach is desirable because it is relatively fuel efficient. In addition, the constant Earth horizon orientation provides a good piloting reference, and closing rates can be easily and immediately nulled with subsequent stationkeeping should some Shuttle or payload system anomaly occur. The trajectory of the Shuttle to the ISS in use since the STS-102 mission in 2001 is by default the starting point for the design of the lower surface inspection maneuver. Figure 1.15 shows this approach trajectory in the rotating local vertical local horizontal (LVLH) frame, centered at the ISS center of mass. This trajectory satisfies the many constraints on visual and sensor visibility, plume impingement pressures and contamination, propellant consumption, and other factors. The reaction control system of the Shuttle orbiter is used to provide thrusters for this approach trajectory. The 38 Primary Reaction Control System (PRCS) thrusters are arrayed around the Shuttle orbiter. The final orbit of the Shuttle orbiter rendezvous profile targets a point 183 m (600 ft) below the ISS along the R-bar
direction. The Shuttle orbiter crew begins manual trajectory control at a range of 610 m (2000 ft). The negative R-bar direction control is activated at 305 m (100 ft) to provide plume protection by inhibiting thrusters that fire toward the ISS. At the 183 m (600 ft) point, the Shuttle orbiter begins an 11.5 minute positive pitch automatic maneuver to the final ISS approach attitude. A simultaneous manual 0.3 m/s (1 ft/s) of V-bar translation accomplishes a slow transition from the 183 m (600 ft) R-bar departure point to the final approach corridor along the ISS V-bar. In the LVLH frame, this transition appears as a gradual spiral from 183 m (600 ft) along R-bar to approximately (107 m) 350 ft along V-bar. From the arrival point on the V-bar axis, the Shuttle orbiter slowly approaches the docking port at a rate of 0.06 to 0.03 m/sec (0.2 to 0.1 ft/sec).

2.2. OVERVIEW OF NEW PROXIMITY OPERATIONS STRATEGY

Figure 1.14 represents the approach strategy of the chaser (ATV) to the –V-bar docking port. The target vehicle (ISS) is on a quasi-circular orbit with its attitude Earth-pointing. The nominal docking of the ATV takes place on the Russian service module, Zvezda. In general, the proximity operation covers a range of less than 1 km. However, the range is extended to 3.5 km away from the docking port in this study, which still represents a close-range rendezvous. The closing transfer begins at location S2 with the use of RGPS. The FOV angles resulting from the geometry of the closing transfer may exceed the FOV limits of the RELAVIS scanning system, which is the case with the ISS/ATV. For this reason, the closing maneuver in Figure 1.14 in use for the ATV program is modified to the V-bar hopping approach developed in this study so that the RELAVIS scanning system can be used and satisfy the FOV requirements. The proximity operation operations strategy proposed here is illustrated in Figure 2.1 [39]. The various phases of this closing transfer include: V-bar hops from S2 to S3, stationkeeping at S3, straight line approach from S3 to S4, a second period of stationkeeping at S4, straight line approach from S4 to S41, a third period of stationkeeping at S41 and a straight line approach from S41 to the docking port. The proximity operation strategy is conducted step-by-step autonomously on the basis of predefined guidance and real-time navigation. The chaser is first brought to location S0 on a circular orbit about 6 km lower in altitude
and about 30 km behind the target. Since the target orbital rate is slightly higher than the target, the chaser catches up with the target during a pre-homing drift phase, transferring from S0 to S1 in 40 minutes. The chaser establishes the local communication link with the target at S0 (about 30 km range). While drifting on this orbit, the communication link is acquired with the target and the navigation filter for RGPS converges. A homing transfer using RGPS navigation is then initiated at S1 to bring the chaser to S2 on the target orbit, 3.5 km behind in 45 minutes. At this point S2, stationkeeping is performed, while waiting for the target and the ground control to issue a clearance to proceed [39]. This study considers the scenario beginning at S2 after the stationkeeping phase and ending at the docking port. The transfer trajectory, with all possible dispersions, is not allowed to enter the approach ellipsoid around the target. The approach ellipsoid in Figure 2.1 has an extension of ±2000 m in the V-bar direction, ±1000 m in the R-bar direction and ±1000 m in the H-bar direction ellipsoid centered on the target center of mass.

Figure 2.1. New Proximity Operations Strategy. (Figure Adapted from Reference [39])
At a holding point on the target orbit where stationkeeping takes place outside the approach ellipsoid, final check-outs of the chaser system and synchronization corrections with external events, such as lighting conditions, crew schedule, etc., take place. Prior to entering the approach ellipsoid, the chaser is under standby until the target approves the chaser to enter it. Additional excursion into the approach ellipsoid can only commence after approval from the target. The proximity operations strategy in this study spans from the closing transfer after the stationkeeping phase at S2 to the target docking port A closing transfer is executed to bring the chaser to location S3, 250 m behind the target docking port. Navigation systems originally used for the ATV were replaced here to study the benefits of alternative navigation systems. RGPS was replaced by the RELAVIS scanning system for the interval ranging from S2 to S4 and Videometer-based relative navigation was replaced by vision-based navigation for the interval ranging from S4 to the docking port. Also of importance is a 200 m spherical area surrounding the target typically labeled the “Keep-Out Sphere.” This volume can be entered only through one of the approach and departure corridors. No vehicle is allowed to penetrate this space except through the circular cone as illustrated in Figure 2.1. At S4, the navigation system is switched to more accurate sensors meeting the strict approach corridor requirements.

The GNC system performs the new proximity operations strategy without being controlled by the ground control station being helped by the target spacecraft. The GNC system autonomously switches the navigation system along the various phases and determines control commands using the predefined guidance function and the real-time onboard navigation function. The GNC system was designed to not rely on external support such as the ground system support or other spacecraft in performing the series of phases. However, troubleshooting and decision making activities by the crew members when an anomaly or emergency occurs allows the interruption of the GNC system. The GNC system, in the absence of anomalies, is fully autonomous.
3. GNC PROXIMITY OPERATIONS ARCHITECTURE

The proposed GNC system for the chaser is composed of independent guidance, navigation and control functions, managed by a centralized GNC proximity operation. Figure 3.1 provides an overview of the GNC proximity operations architecture. The GNC proximity operations for the chaser manager covers functions common for guidance, navigation and control, including command, data handling, and managing overall mission phase sequencing. Because of the many different maneuvers and navigation requirements, and the variety of attitude and navigation sensors used in the various proximity operations phases, a different set of algorithm parameters and hardware functions are used for each phase. The GNC proximity operations management can be delegated to the crew when an anomaly or contingency occurs. The GNC proximity operations functional architecture is based on separate and independent, guidance, navigation and control functions, managed by the GNC proximity operation manager.

Figure 3.1. GNC Proximity Operations Functional Architecture.
The guidance function provides the predefined reference state such as including the relative position, velocity, attitude and angular rate, which will then be compared with the estimated actual values, provided by the navigation function, enabling the control function to compute the control commands. When simulating the closed-loop GNC system, the High Precision Orbit Propagator (HPOP) in Satellite Tool Kit (STK) [82] is used to produce the target’s inertial position and velocity vectors. The quaternion defining the orientation of the target vehicle with respect to the inertial frame, and the target’s angular rate expressed in the body-fixed frame of the target vehicle, are also simulated. However, the target’s inertial position and velocity vectors, and quaternions which are acquired by onboard navigation, are transmitted to the chaser through the communication link in an actual mission.

The navigation function provides the controller with the current rotational and translational states estimated using the different navigation systems. The navigation sensors sense the measurements affected by control forces and torque commands. The navigation function can be reduced to converting the sensor information to the formats required by the control function. The different navigation systems listed in Figure 3.2 are sequentially switched along the phases to provide the efficient and reliable navigation.

The control function is in charge of determining the control forces and torques which will be executed by the RCS of the spacecraft to correct the deviations of the actual (estimated) state vector from the nominal one. The thruster management function then transforms the torque and force commands into on/off commands for the individual thrusters. This study assumes that the commands requested by the controllers can be provided by an appropriate combination of firing individual thrusters in the RCS system considering their orientations and their locations with respect to the instantaneous center of mass of the vehicle.

Each independent function shown in Figure 3.1 is integrated in a block diagram with typical closed-loops, shown in Figure 3.2, for each of the six degrees of freedom. This integrated system illustrated by Figure 3.2 becomes the GNC system performing the mission scenario autonomously.
During the proximity operations, various translational and rotational maneuvers are executed using different sensor types. This requires an initialization of the navigation system each time, in which algorithms and parameters of the navigation functions must be reset. The combined set of algorithms and parameters used to determine maneuvers is termed the GNC mode. The GNC modes consist of a set of guidance, navigation and control modes. The Guidance function provides the reference states working as feed-forward terms in the controllers. The Navigation function estimates the relative position, velocity and attitude onboard the chaser spacecraft. The estimated states are then combined with the optimal controllers by replacing the control state with the estimated state. This is proven to be optimal using the separation theorem [71], [72]. The objective of the new integrated GNC system is to perform the new proximity operations strategy autonomously meeting the required final conditions at docking successfully.
4. DYNAMIC MODELING

In this chapter, a nonlinear and a linear spacecraft relative dynamic model including relative perturbations are presented to describe the translational motion. Attitude kinematics and Euler’s equations of motion (including the gravity-gradient torque) are presented to describe the rotational motion.

4.1. COORDINATE SYSTEM

The coordinate systems used are: local vertical/local horizontal (LVLH) frames centered on the target and the chaser spacecraft, an orthogonal body-fixed frame at the center of mass of each spacecraft, and an Earth-Centered Inertial (ECI) frame $N$, as shown in Figure 4.1. The LVLH frame is sometimes referred to as the CW frame [59-61], [83], [86] $E$, with the $x$-axis directed radially outward along the local vertical, the $y$-axis along the general direction of motion, and the $z$-axis normal to the reference orbit plane.

![Figure 4.1. CW and Body-Fixed Frames.](image-url)
In a rendezvous mission, the motion of the chaser spacecraft is commonly described relative to the target spacecraft. Instead of the CW frame $E$, the spacecraft local orbital frame $A$ is adopted here to describe its motion. This frame is related to the CW frame $E$ through

$$
\begin{align*}
    a_x &= e_y & \text{V-bar} \\
    a_y &= -e_z & \text{H-bar} \\
    a_z &= -e_x & \text{R-bar}
\end{align*}
$$

(1)

where $a_x, a_y,$ and $a_z$ are unit vectors in the spacecraft local orbital frame $A$, and $e_x, e_y,$ and $e_z$ are unit vectors in the CW frame $E$. The $+a_x$ axis is referred to as the V-bar axis, the $+a_y$ axis as the H-bar axis, and the $+a_z$ axis is termed the R-bar axis. The $b_x, b_y,$ and $b_z$ axes are body-fixed unit vectors in the spacecraft to describe the attitude with respect to the inertial frame.

### 4.2. TRANSLATIONAL RELATIVE MOTION DYNAMICS

This section presents the nonlinear and linear relative equations of motion with methods to establish closed relative orbits. The target or reference spacecraft is denoted as the target spacecraft and the chaser or follower is denoted as the chaser spacecraft. The inertial target position vector is denoted as $\mathbf{r}_t$, while the chaser position is expressed as vector $\mathbf{r}_c$. Subscripts $t$ and $c$ denote the target and the chaser, respectively. The relative position vector $\mathbf{p}$ is expressed in Cartesian coordinate components as $\mathbf{p} = (x, y, z)^T$. To derive the relative equations of motion expressed in CW Cartesian coordinates, the chaser position vector is written as $\mathbf{r}_c = \mathbf{r}_t + \mathbf{p}$. This geometry is illustrated in Figure 4.2. A complete derivation of the relative equation motion for the elliptical and the circular orbit case is given in Reference [83]. Using the two two-body equations of motion for the target and the chaser the exact nonlinear relative equations of motion are given by
where $x, y, z$ represent the relative position of chaser spacecraft with respect to the target spacecraft, $r_t$ refers to the scalar radius of the target from the center of the Earth, $r_c$ refers to the scalar radius of the chaser from the center of the Earth, $\mu$ is the gravitational parameter, and $f$ is the target true anomaly. These relative equations of motion are valid for large relative orbits, and the target orbit may be eccentric.
equations of motion for the translational control formulation of the LQR, then are given by

\[ \dot{x} - 2v \left( 1 + 2 \frac{r_c}{p} \right) - 2v \left( \dot{y} - \frac{\dot{r}_c}{r_c} \right) = \frac{F_x}{m(t)} \]

\[ \dot{y} + 2v \left( \dot{x} - \frac{\dot{r}_c}{r_c} \right) - y \dot{v}^2 \left( 1 - \frac{r_c}{p} \right) = \frac{F_y}{m(t)} \]

\[ \dot{z} + \frac{r_c}{p} \dot{v}^2 z = \frac{F_z}{m(t)} \]

where \( p \) is the semilatus rectum. The terms \( F_x, F_y, \) and \( F_z \) are the control forces and \( m(t) \) is the time varying mass of the chaser spacecraft due to the propellant mass consumption. The true anomaly acceleration and target orbit-radius acceleration are given by [82] as

\[ \ddot{\jmath} = -2 \frac{\dot{r}_t}{r_t} \dot{\jmath} \quad (4a) \]

\[ \dot{\jmath}_i = r_t \dot{j}^2 \left( 1 - \frac{r_t}{p} \right) \quad (4b) \]

For generation of bounded relative motion used in the simulations, the initial condition at perigee is given by [82] as

\[ \frac{\dot{y}_0}{x_0} = \frac{-n(2 + e)}{\sqrt{(1 + e)(1 - e)^3}} \]

where \( n \) is the mean motion of the target and \( e \) is the target eccentricity. Among the many sources of perturbations between the target and chaser, the Earth oblateness and aerodynamic drag in low Earth orbit (LEO) are dominant. The effects of Earth oblateness and aerodynamic drag are included in the nonlinear relative equations to improve the
accuracy of the dynamic modeling. In the CW frame $E$, the perturbing acceleration $J_2$ is described by [60] as

$$a_{J_2} = \frac{-3\mu J_2 R_e^2}{r^4} \left[ \left( \frac{1}{2} - \frac{3\sin^2 i \sin \theta}{2} \right) e_x + \left( \sin^2 i \sin \theta \cos \theta \right) e_y + \left( \sin i \sin \theta \cos \theta \right) e_z \right]$$  \hspace{1cm} (6)$$

where $R_e$ is the radius of the Earth, $i$ is the inclination, and $\theta$ is the argument of latitude. The relative effect of the Earth oblateness due to $J_2$ then becomes

$$\Delta a_{J_2} = a_{J_2}(r_c,i_c,\theta_c) - a_{J_2}(r_i,i,\theta)$$  \hspace{1cm} (7)$$

The radius, inclination and the argument of latitude of the target are assumed to be known from the onboard navigation system of the target vehicle. The radius, inclination, and the argument of latitude of the chaser are then used to relate the position and velocity vectors through [87]

$$r_c = r_i + C^T \rho$$

$$v_c = v_i + C^T \bar{\omega} \rho + C^T \dot{\rho}$$  \hspace{1cm} (8)$$

where $C$ is the 3-1-3 rotation sequence $C = C_3(\theta_c)C_1(i_c)C_3(\Omega_c)$, $\rho$ is the relative position, and $\dot{\rho}$ is the relative velocity. The $\bar{\omega}$ term is the cross product matrix. The perturbing acceleration in the CW frame due to aerodynamic drag is computed by expressing the acceleration in terms of the ECI frame [84], [85] as

$$a_{air\,drag} = -\frac{1}{2} \rho \left( \frac{c_D A}{m} \right) |v_{rel}| v_{rel}$$  \hspace{1cm} (9)$$

where $\rho$ is the atmospheric density and often a difficult parameter to determine. The ballistic coefficient $BC$ is $c_D A/m$, another measure of a spacecraft susceptibility to drag effects and its value is assumed to be known for the simulations conducted in this study,
and \( \mathbf{v}_{rel} \) is the velocity vector relative to the rotating atmosphere. An exponential model is adopted to determine \( \rho \). The velocity relative to the rotating atmosphere is:

\[
\mathbf{v}_{rel} = \dot{\mathbf{r}} - \tilde{\omega}_\oplus \mathbf{r} = \begin{bmatrix} \dot{X} + \omega_\oplus Y & \dot{Y} - \omega_\oplus X & \dot{Z} \end{bmatrix}
\]  

(10)

where \( \tilde{\omega}_\oplus \) is the cross product matrix of the Earth rotation vector, and \( X, Y, Z \) and \( \dot{X}, \dot{Y}, \dot{Z} \) are the position and velocity respectively in the ECI frame. The relative effect of atmospheric drag in the CW frame is then:

\[
\Delta \mathbf{a}_{air\_drag} = C(\mathbf{a}_{air\_drag}(\mathbf{r}_c, \mathbf{v}_c, BC_c) - \mathbf{a}_{air\_drag}(\mathbf{r}_t, \mathbf{v}_t, BC_t))
\]  

(11)

in which drag is computed for both the chaser and the target spacecraft. Thus, the sum of the relative effect of Earth oblateness and drag becomes:

\[
\Delta \mathbf{a} = \Delta \mathbf{a}_{J_2} + \Delta \mathbf{a}_{air\_drag}
\]  

(12)

Consequently, the equations of motion for the translational control formulation become:

\[
\begin{align*}
\ddot{x} &= -2\dot{j} \left( \dot{y} - \frac{\dot{r}_i}{r_i} \right) - x \dot{j}^2 - \frac{\mu}{r_c^3} \left( r_t + x \right) + \frac{F_x}{m(t)} + \Delta a_x \\
\ddot{y} &= 2\dot{j} \left( \dot{x} - \frac{\dot{r}_i}{r_i} \right) - y \dot{j}^2 - \frac{\mu}{r_c^3} \left( y + \frac{F_y}{m(t)} \right) + \Delta a_y \\
\ddot{z} &= -\frac{\mu}{r_c^3} z + \frac{F_z}{m(t)} + \Delta a_z 
\end{align*}
\]  

(13)

### 4.3. Rotational Motion Dynamics and Kinematics

The rotational motion of the chaser is expressed in the body-fixed frame using the well-known Euler’s equations of motion. Like the perturbing accelerations in relative translational dynamics, rotational dynamics also experience disturbing torques such as
torque due to aerodynamic drag, magnetic field torque, and gravity-gradient torque due to asymmetry of spacecraft. This study models only the gravity-gradient torque. The effects of the gravitational field are not uniform over an arbitrarily shaped body in space, creating a gravitational torque about the body’s center of mass. This gravity-gradient torque, expressed using the local orbital frame $A$, is given in vector/dyadic form as [83], [86]

$$T_g = 3 \frac{\mu}{r^3} \mathbf{a}_z \times I \cdot \mathbf{a}_z$$

(14)

where $I$ is the inertia matrix of the chaser spacecraft. The orientation of the body-fixed frame $B$ of the chaser with respect to the spacecraft local orbital frame $A$ of the chaser is described by the direction cosine matrix $C^{B/A}$ as

$$\begin{bmatrix}
\mathbf{b}_x \\
\mathbf{b}_y \\
\mathbf{b}_z
\end{bmatrix} =
\begin{bmatrix}
C_{11}^{B/A} & C_{12}^{B/A} & C_{13}^{B/A} \\
C_{21}^{B/A} & C_{22}^{B/A} & C_{23}^{B/A} \\
C_{31}^{B/A} & C_{32}^{B/A} & C_{33}^{B/A}
\end{bmatrix}
\begin{bmatrix}
\mathbf{a}_x \\
\mathbf{a}_y \\
\mathbf{a}_z
\end{bmatrix}$$

(15)

The orientation of the local orbital frame $A$ of the target spacecraft with respect to the CW frame $C$ is described by the direction cosine matrix $C^{A/C}$ such that

$$\begin{bmatrix}
\mathbf{a}_1 \\
\mathbf{a}_2 \\
\mathbf{a}_3
\end{bmatrix} = C^{A/C}
\begin{bmatrix}
\mathbf{e}_x \\
\mathbf{e}_y \\
\mathbf{e}_z
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & -1 \\
-1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{e}_x \\
\mathbf{e}_y \\
\mathbf{e}_z
\end{bmatrix}$$

(16)

The direction cosine matrix $C^{B/A}$ can be expressed using successive rotations with the inertial frame $N$ through Eq. (17) as

$$C^{B/A} = C^{B/N} C^{N/A}$$

(17)
The angular velocity of the chaser, $\mathbf{\omega} = \mathbf{\omega}^{BN}$, and $\mathbf{a}_z$ can be expressed in terms of the basis vector of the body-fixed frame $B$ of the chaser as

$$\mathbf{\omega} = \omega_1 \mathbf{b}_x + \omega_2 \mathbf{b}_y + \omega_3 \mathbf{b}_z$$ \hspace{1cm} (18)$$

$$\mathbf{a}_z = C_{13}^{BA} \mathbf{b}_x + C_{23}^{BA} \mathbf{b}_y + C_{33}^{BA} \mathbf{b}_z$$ \hspace{1cm} (19)$$

The gravity-gradient torque matrix becomes

$$\mathbf{T}_g = 3 \frac{\mu}{r_c^3} \left[ \begin{array}{ccc} 0 & -C_{33}^{BA} & C_{23}^{BA} \\ C_{33}^{BA} & 0 & -C_{13}^{BA} \\ -C_{23}^{BA} & C_{13}^{BA} & 0 \end{array} \right] \left[ \begin{array}{ccc} I_{11} & I_{12} & I_{13} \\ I_{21} & I_{22} & I_{23} \\ I_{31} & I_{32} & I_{33} \end{array} \right]$$ \hspace{1cm} (20)$$

A full description of the rotational motion of a rigid spacecraft requires both kinematic and dynamic equations of motion. For most modern spacecraft applications, quaternion kinematics [88-90] is preferred. The quaternion kinematic equations of the chaser is

$$\dot{\mathbf{q}} = \frac{1}{2} \mathbf{\Xi}(\mathbf{q}) \mathbf{\omega} = \frac{1}{2} \mathbf{\Omega}(\mathbf{\omega}) \mathbf{q}$$ \hspace{1cm} (21)$$

where

$$\mathbf{\Xi}(\mathbf{q}) = \left[ q_4 I_{3 \times 3} + \left[ \mathbf{\rho} \times \right] \right], \quad \mathbf{\Omega}(\mathbf{\omega}) = \left[ \begin{array}{c} -\left[ \mathbf{\omega} \times \right] \\ -\mathbf{\omega}^T \\ 0 \end{array} \right]$$ \hspace{1cm} (22)$$

The adopted quaternion [88] is defined by

$$\mathbf{q} = \left[ \mathbf{\rho}^T \quad q_4 \right]^T$$ \hspace{1cm} (23)$$

where $\mathbf{\rho}$ is defined as $[q_1 \quad q_2 \quad q_3]^T = \mathbf{e} \sin(\vartheta/2)$, and $q_4 = \cos(\vartheta/2)$, where $\mathbf{e}$ is the axis of rotation and $\vartheta$ is the angle of rotation. Euler’s rotational equation of motion, including the gradient torque, is given by
\[ \dot{\omega} = -I^{-1}\ddot{\omega}/\omega + I^{-1}(T_g + T_d) + I^{-1}(T_u) \]  

(24)

where \( T_u \) is the applied control torque and \( T_d \) is the external disturbance torque which is modeled by white Gaussian-noise.
5. GUIDANCE FUNCTION

The Guidance function provides both translational and rotational guidance. The guidance for translational maneuvering determines commands designed to bring the chaser to a desired velocity. An automated terminal guidance scheme based on the CW state transition matrix is used to provide the reference trajectory for the closing transfer composed of three V-bar hops. This guidance scheme is also used to determine the transfer time and required $\Delta V$ in the closing phase. The general solution can be conveniently expressed in terms of the state vector as

$$\mathbf{s}^T(t) = \left[ \mathbf{s}^T(t) \quad \mathbf{s}^T(t) \right] = \left[ x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z} \right]$$

by means of its $6 \times 6$ state transition matrix $\Phi(t)$ for which

$$\mathbf{s}(t) = \Phi(t)\mathbf{s}(0)$$

The state transition matrix for the CW equations [60-62] is

$$\Phi(t) = 
\begin{bmatrix}
4 - 3\cos n(t) & 0 & 0 & \frac{\sin n(t)}{n} & \frac{2}{n}(1 - \cos n(t)) & 0 \\
6(\sin n(t) - nt) & 1 & 0 & -\frac{2}{n}(1 - \cos n(t)) & \frac{4}{n}\sin n(t) - 3\cos n(t) & 0 \\
0 & 0 & \cos n(t) & 0 & 0 & \frac{\sin n(t)}{n} \\
3n\sin n(t) & 0 & 0 & \cos n(t) & 2\sin n(t) & 0 \\
6n(1 - \cos n(t)) & 0 & 0 & -2\sin n(t) & 4\cos n(t) - 3 & 0 \\
0 & 0 & -n\sin n(t) & 0 & 0 & \cos n(t)
\end{bmatrix}$$

where $n$ is the mean motion of the target. The state transition matrix $\Phi(t)$ is partitioned into four $3 \times 3$ partitions as
The necessary velocity to intercept the target at the initial time is obtained by [60], [61] as

$$\mathbf{\Phi}(t) = \begin{bmatrix} M(t) & N(t) \\ S(t) & T(t) \end{bmatrix}$$

(28)

where $\mathbf{\Phi}(t)$ is the desired final location, $r(t_0)$ is the initial location and $t_f$ is the transfer maneuver time. The reference state is propagated using Eq. (26) and Eq. (29). As the closing transfer time is made shorter, the approach velocity to S3 becomes higher.

After the closing transfer reaches S3, stationkeeping then is performed for four minutes and is again performed at S41. The required time was predetermined using the exponential braking law and control techniques. This setting time can be varied to accommodate the autonomy of the GNC system if a longer time is required to stabilize the stationkeeping phase. When the stationkeeping phase is stabilized, the chaser vehicle follows bounded relative motion in three-dimensional spaces. The stationkeeping phases at S3 and S41 maintain the desired constant position and zero velocity. Since the vehicle has approach velocity at S3 along the –R-bar direction, retro-firing of thrusters is required. To nullify the approach velocity, the exponential braking law [63], characterized by an exponential change of velocity with time of type, is given as

$$\mathbf{v}(t) = \dot{X}_0 e^{-\frac{t-t_0}{\lambda}}$$

(30)

where $\dot{X}_0$ is the initial range rate and $\lambda$ is a tuned proportionality parameter. After the stationkeeping phases, two straight line forced motion trajectories are used for the V-bar final approach with constant velocity from S4 to S41 and from S41 to the docking port. In this type of trajectory a constant relative velocity of $V_x$ with respect to the target is maintained between $x_0$ and $x_1$, with the velocity along the other directions zero. The basic equation for $x(t)$ along the V-bar direction is given by
\[ x(t) = x_0 + V_x t \] (31)

where \( x(t) \) at the terminal time becomes zero.

The rotational maneuver guidance is provided by onboard navigation and a local communication link. The quaternion, angular rate and angular acceleration become the chaser’s desired ones to track for the required attitude alignment.
6. NAVIGATION FUNCTION

The navigation system is designed to satisfy the critical requirements for proximity operations and docking. It provides the estimated relative position and velocity for use in determining translational maneuvers, and absolute and relative attitudes for computing the rotational maneuvers. When transitioning from one phase to another along the approach, navigation sensor systems for the translational and rotational maneuvers are changed. The RELAVIS scanning system is used to estimate the relative position and velocity for the translational maneuvers executed from S2 to S4. Star trackers and three axis rate-integrating gyros are used to estimate the chaser absolute attitude for the rotational maneuvers executed from S2 to S4. The vision-based navigation (VISNAV) system is activated at S4 in place of the RELAVIS scanning system and the star trackers and three axis rate-integrating gyros to provide more accurate and more reliable state estimation. When the star trackers and gyros that estimate the absolute attitude of the chaser are replaced by the vision sensor, the relative quaternions between the target and chaser provided by the VISNAV system are transformed to the absolute quaternions using the quaternion product. The Navigation function uses a set of EKF filters whose general algorithm order is altered to process “the update” earlier than “the propagation” in the filter algorithm. Then the EKF can be stabilized earlier if the quality of the measurement is good.

In order to investigate the potential benefit of using a UKF filter, this study included simulations (separate from the GNC system) using a UKF filter subjected to realistic initial conditions and initial errors to compare to the use of the EKF filter.

6.1. NONLINEAR SYSTEM STATE ESTIMATION

The Extended Kalman Filter (EKF) has been widely used in state estimation. The EKF is based on the approximation of the state distribution as a Gaussian random variable (GRV) and the propagation of the approximation through first-order linearization of the nonlinear system. The EKF is a suboptimal filter due to the truncation of the higher-order terms when linearizing the system. This truncation can cause large errors in the true posterior mean and covariance of the transformed GRV, which may lead to
suboptimal performance and sometimes divergence of the filter. The EKF may not cope very well with realistic initial conditions leading to filter divergence. Alternatives that avoid the loss of higher-order terms are the unscented Kalman filter and the Particle Filter. In this study, the UKF is applied to state estimation, providing a robust filter under realistic initial conditions. The UKF is an extension of the traditional Kalman filter. It estimates nonlinear systems and performs the unscented transformation. The unscented transformation uses a set sample, or sigma points, that are determined from the \textit{a priori} mean and covariance of the state. The sigma points completely capture the true mean and covariance of the GRV, and when propagated through the true nonlinear system, they capture the posterior mean and covariance accurately to third-order of the Taylor series expansion for any nonlinearity. The ability of the UKF to estimate nonlinearities accurately makes it attractive for spacecraft relative attitude estimation and navigation, as the state and observation models of spacecraft relative attitude estimation and navigation are of course inherently nonlinear.

\textbf{6.1.1. Extended Kalman Filter Description.} [64-77] The RELAVIS scanning system and the VISNAV system involve nonlinear continuous-time state and discrete-time measurements collected by a digital signal processor. The nonlinear system equation and measurement equation are represented by [64], [67] as

\begin{align}
\dot{x}(t) &= f(x(t), u(t), t) + G(t)w(t) \\
\tilde{y}_k &= h(x_k, t_k) + v_k
\end{align}

(32) (33)

where \(u(t)\) is the control input which is a deterministic quantity. Process noise \(w(t)\) and measurement noise \(v_k\) are zero mean Gaussian noise process with covariances given by

\begin{align}
E\{w(t)\} &= 0, \quad E\{w(t)w(t)^T\} = Q(t)\delta(t - \tau) \\
E\{v_k(t)\} &= 0, \quad E\{v_k(t)v_l(t)^T\} = R(t)\delta_{kl} \\
E\{v(t)w^T(\tau)\} &= 0
\end{align}

(34) (35) (36)
Equation (36) implies that $v(t)$ and $w(t)$ are uncorrelated. The structure of the EKF filter can be divided into two primary parts, propagation and update. The state estimation and error covariance matrix equation are propagated forward in time until a measurement occurs by numerically integrating

$$
\dot{x}(t) = f(x(t), u(t), t) \quad (37)
$$

$$
\dot{P}(t) = F(t)P(t) + P(t)F^T(t) + G(t)Q(t)G^T(t) \quad (38)
$$

where $F(t)$ is the sensitivity matrix of the state equation with respect to the best current estimate

$$
F(t) = \left[ \frac{\partial f}{\partial x} \right]_{\hat{x}(t)} \quad (39)
$$

Given the new measurement at time $t_k$, the state and covariance can be updated using

$$
\hat{x}_k^+ = \hat{x}_k^- + K_k \left[ \hat{Y}_k - h(\hat{x}_k^-) \right] \quad (40)
$$

$$
P_k^+ = (I - K_k H_k(x_k^-))P_k^- \quad (41)
$$

where $H_k$ is the sensitivity matrix of the measurement equations

$$
H_k = \left[ \frac{\partial h}{\partial x} \right]_{\hat{x}_k^-} \quad (42)
$$

The subscripts “$+$” and “$-$” denote the estimate after the measurement update and the propagated state at the update time, respectively. The optimal Kalman gain $K_k$ can be determined that minimizes the norm of the estimation error and is equivalent to minimizing the trace of the error covariance $P_k^+$.
The optimal Kalman gain $K_k$ is then determined as

$$
K_k = P_k^- H_k^T [H_k P_k^- H_k^T + R_k]^{-1}
$$

A summary of the continuous-discrete extended Kalman filter is given in Table 6.1.

Table 6.1. Continuous-Discrete Extended Kalman Filter.

<table>
<thead>
<tr>
<th>Model</th>
<th>(\dot{x}(t) = f(x(t), u(t), t) + G(t)w(t), w(t) \sim N(0, Q(t)))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\tilde{Y}_k = h(x_k) + v_k, \ v_k \sim N(0, R_k))</td>
</tr>
<tr>
<td>Initialize</td>
<td>(\hat{x}(t_0) = \hat{x}_0)</td>
</tr>
<tr>
<td></td>
<td>(P_0 = E\left{ (x(t_0) - \hat{x}_0)(x(t_0) - \hat{x}_0)^T \right})</td>
</tr>
<tr>
<td>Gain</td>
<td>(K_k = P_k^- H_k^T [H_k P_k^- H_k^T + R_k]^{-1})</td>
</tr>
<tr>
<td></td>
<td>(H_k = \left[ \frac{\partial h}{\partial x} \right]_{\hat{x}_i})</td>
</tr>
<tr>
<td>Update</td>
<td>(\hat{x}_k^+ = \hat{x}_k^- + K_k [\tilde{Y}_k - h(\hat{x}_k^-)])</td>
</tr>
<tr>
<td></td>
<td>(P_k^+ = (I - K_k H_k(x_k^-)P_k^-)</td>
</tr>
<tr>
<td>Propagation</td>
<td>(\dot{x}(t) = f(\hat{x}(t), u(t), t))</td>
</tr>
<tr>
<td></td>
<td>(\dot{P}(t) = F(t)P(t) + P(t)F^T(t) + G(t)Q(t)G^T(t))</td>
</tr>
<tr>
<td></td>
<td>(F(t) = \left[ \frac{\partial f}{\partial x} \right]_{\hat{x}(t)})</td>
</tr>
</tbody>
</table>
6.1.2. Unscented Kalman Filter Description. [91-97] In this section the UKF filter is reviewed. Many difficulties in implementing the EKF filter arise from its use of linearization of the nonlinear system. To overcome the disadvantages of the EKF, the UKF filter uses an unscented transformation. Unlike the EKF, the UKF filter does not require Jacobian and Hessian computations. Rather, the UKF uses a minimal set of sigma points deterministically chosen from the error covariance and propagated through the true nonlinear system to capture the posterior mean and covariance of the Gaussian random variable accurately to third order of the Taylor series expansion for any nonlinearity.

Consider the discrete-time system model of nonlinear equations

\[
x_{k+1} = f(x_k, k) + G_k w_k
\]

\[
y_k = h_k(x_k, k) + v_k
\]

where \( x_k \) is the \( n \times 1 \) state vector and \( y_k \) is the \( m \times 1 \) observation vector. Note that a continuous time model can always be expressed in the form of Eq. (45) through an appropriate numerical integration scheme. The process noise vector \( w_k \) and observation noise vector \( v_k \) are assumed to be zero-mean and white Gaussian noise, and the covariance of these vectors is given by \( Q_k \) and \( R_k \), respectively. From the \( n \times n \) covariance \( P_k \), the set of \( (2n+1) \) sigma points \( \chi_k \in \mathbb{R}^{2n+1} \) can be generated by the columns of the matrices \( \sqrt{(n+\lambda)P_k} \). The general formulation for the propagation equations begins with a set of sigma points with corresponding weights \( w_i \), according to

\[
\chi_k(0) = \hat{x}_k
\]

\[
\chi_k(i) = \hat{x}_k + \sqrt{Q_k + \lambda P_k}_i \quad \text{for } i = 1, \ldots, n
\]

\[
\chi_k(i) = \hat{x}_k - \sqrt{Q_k + \lambda P_k}_i \quad \text{for } i = n+1, \ldots, 2n
\]

\[
W_0 = \frac{\lambda}{(n+\lambda)}
\]
where the matrix $\overline{Q}_k$ is related to the process noise covariance and was defined in the previous section. Note $\gamma = \sqrt{n + \lambda}$ and $\lambda$ are convenient parameters for exploiting whatever knowledge is available from the higher moments of the given distribution. In scalar systems, where $n = 1$, a value of $\lambda = 2$ leads to sixth order errors in mean and variance. For higher dimensional systems, choosing $\lambda = 3 - n$ minimizes the mean-squared-error up to the fourth order [92], [93]. However, caution is required when $\lambda$ is negative since the predicted covariance may become a positive semi-definite covariance matrix. Also, when $n + \lambda$ tends to zero, the mean tends to that calculated by the truncated second-order filter. The matrix square root \( \sqrt{P_k + \overline{Q}_k} \) can be calculated by a lower triangular Cholesky factorization [94-97]. From Eq. (44), a matrix $\chi_k$ of $2n+1$ sigma vectors $\chi_{i,k}$ is formed as

$$
\chi_k = \begin{bmatrix} \hat{x}_k & \hat{x}_k + \gamma \sqrt{P_k + \overline{Q}_k} & \hat{x}_k - \gamma \sqrt{P_k + \overline{Q}_k} \end{bmatrix}
$$

(49)

The transformed set of sigma points is evaluated for each of the points by

$$
\chi_{k+1}(i) = f(\chi_k(i), k)
$$

(50)

where $\chi_{k+1}(i)$ is the $i^{th}$ column of $\chi_k$. The predicted mean $\hat{x}_{k+1}$ and predicted covariance $P_{k+1}$ are computed using a weighted sample mean and covariance of the posterior sigma point vectors as

$$
x_{k+1}^- = \sum_{i=0}^{2n} W_i \chi_{k+1}(i)
$$

(51)

where $W_i$ is the weighting coefficient and
\[
P_{k+1}^- = \sum_{i=0}^{2n} W_i \left( \chi_{k+1}(i) - \hat{x}_{k+1}(i) \right)^T \left( \chi_{k+1}(i) - \hat{x}_{k+1}(i) \right)(52)\]

The mean observation is given by

\[
\hat{y}_{k+1}^- = \sum_{i=0}^{2n} W_i \chi_{k+1}(i) (53)\]

where

\[
Y_{k+1}(i) = h(\chi_{k+1}(i), k+1)(54)\]

The predicted output covariance \(P_{k+1}^{yy}\) is given by

\[
P_{k+1}^{yy} = \sum_{i=0}^{2n} W_i \left( Y_{k+1}(i) - \hat{y}_{k+1}^-(i) \right)^T \left( Y_{k+1}(i) - \hat{y}_{k+1}^-(i) \right)(55)\]

The innovation covariance \(P_{k+1}^{yy}\) is then computed by

\[
P_{k+1}^{yy} = P_{k+1}^{yy} + R_{k+1}(56)\]

The filter gain \(K_{k+1}\) is computed by

\[
K_{k+1} = P_{k+1}^{yy} \left( P_{k+1}^{yy} \right)^{-1}(57)\]

and the cross correlation matrix is given by

\[
P_{k+1}^{xy} = \sum_{i=0}^{2n} W_i \left( \chi_{k+1}(i) - \hat{y}_{k+1}(i) \right)^T \left( \chi_{k+1}(i) - \hat{y}_{k+1}(i) \right)(58)\]

The estimated state vector \(\hat{x}_{k+1}^+\) and updated covariance \(P_{k+1}^+\) are given by
\[ \hat{x}_{k+1}^+ = \hat{x}_{k+1} + K_{k+1}(y_{k+1} - \hat{y}_{k+1}) \]  \hspace{1cm} (59)

\[ P_{k+1}^+ = P_{k+1}^- - K_{k+1}P_{k+1}^{-\text{v}}K_{k+1}^T \]  \hspace{1cm} (60)

A summary of the discrete unscented Kalman filter is given in Table 6.2.

| Initialize | \begin{align*}
\hat{x}_0 &= E\{\hat{x}_0\} \\
P_0 &= P_k
\end{align*} |
| --- | --- |
| Calculate sigma points: | \begin{align*}
\chi_k(i) &= \hat{x}_k + \left(\gamma\sqrt{P_k + Q_k}\right)_i \quad \text{for } i = 1, \ldots, n \\
\chi_k(i) &= \hat{x}_k - \left(\gamma\sqrt{P_k + Q_k}\right)_i \quad \text{for } i = n + 1, \ldots, 2n
\end{align*} |

| Time Update | \begin{align*}
\chi_{k+1}(i) &= f(\chi_k(i), k) \\
x_{k+1}^- &= \sum_{i=0}^{2n} W_i \chi_{k+1}(i) \\
P_{k+1}^- &= \sum_{i=0}^{2n} W_i \left[ (\chi_{k+1}(i) - x_{k+1}^-(i))^T (\chi_{k+1}(i) - x_{k+1}^-(i)) \right] + Q_k \\
Y_{k+1}(i) &= h(\chi_{k+1}(i), k + 1) \\
\hat{y}_{k+1}^- &= \sum_{i=0}^{2n} W_i Y_{k+1}(i)
\end{align*} |

\[ x_{k+1} = f(x_k, k) + G_k w_k, w(t) \sim N(0, Q(t)) \]

\[ y_k = h_k(x_k, k) + v_k, v_k \sim N(0, R_k) \]
Table 6.2. (Continued)

<table>
<thead>
<tr>
<th>Measurement Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{k+1}^{yy} = \sum_{i=0}^{2n} W_i {Y_{k+1}(i) - \hat{Y}<em>{k+1}(i)}{Y</em>{k+1}(i) - \hat{Y}_{k+1}(i)}'$</td>
</tr>
<tr>
<td>$P_{k+1}^{vv} = P_{k+1}^{yy} + R_{k+1}$</td>
</tr>
<tr>
<td>$P_{k+1}^{xy} = \sum_{i=0}^{2n} W_i {x_{k+1}(i) - y_{k+1}(i)}{x_{k+1}(i) - y_{k+1}(i)}'$</td>
</tr>
<tr>
<td>$K_{k+1} = P_{k+1}^{xy} (P_{k+1}^{vv})^{-1}$</td>
</tr>
<tr>
<td>$\hat{x}<em>{k+1}^+ = \hat{x}</em>{k+1}^- + K_{k+1} (y_{k+1} - \hat{y}_{k+1})$</td>
</tr>
<tr>
<td>$P_{k+1}^+ = P_{k+1}^- - K_{k+1} P_{k+1}^{vv} K_{k+1}'$</td>
</tr>
</tbody>
</table>

A simple example is shown in Figure 6.1 for a two-dimensional system: the left hand plot shows the true mean and covariance propagation using Monte-Carlo sampling; the center plots show the results using a linearization approach as would be done in the EKF filter; and the right-hand plots show the performance of the unscented transformation (note only five sigma points are required). The superior performance of the unscented transformation is clear.

Figure 6.1. Example of the UT for Mean and Covariance Propagation. a) Actual, b) First-Order Linearization (EKF), c) UT. (Figure Taken from Reference [95])
6.2 RELAVIS SCANNING SYSTEM-BASED RELATIVE STATE ESTIMATION USING THE EXTENDED KALMAN FILTER

6.2.1 LIDAR Measurements. The RELAVIS scanning system also has the unique capability of producing highly accurate measurements over a range of 0.5 m to 5 km, providing range and bearing (azimuth and elevation angles) of the target with centimeter-level accuracy in range and about 0.02 degree in bearing [30-33]. The sensor specifications are shown in Table 1. The range, bearing accuracies, and FOV in Table 1 are of particular interest. It is important to note that the range accuracy is largely independent of the range itself unlike the traditional LIDAR sensor [30-33]. However, the navigation solution accuracy can improve since the bearing measurement yields a better knowledge of the target three-dimensional position as the two vehicles get closer. Laser range finder types of sensors have a limited FOV. Since the closing transfer in the original ATV program exceeds the FOV constraint in Table 6.3, the use of RELVIS would not be appropriate. In order to facilitate the use of RELVIS, the one-hop V-bar approach in the closing transfer is modified to three hops using the CW terminal guidance so that the nominal approach trajectory does meet the FOV constraint. The minimum and maximum ranges can cover the ranges between S2 and S4, respectively.

Table 6.3. RELAVIS LIDAR Sensor Specifications (Optech Inc.) [30-33].

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum range</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Maximum range</td>
<td>5 km</td>
</tr>
<tr>
<td>Mass</td>
<td>Less than 15 kg</td>
</tr>
<tr>
<td>Volume</td>
<td>Less than 9 liters</td>
</tr>
<tr>
<td>Field of View</td>
<td>20 × 20 degrees</td>
</tr>
<tr>
<td>Maximum data sensing rate</td>
<td>8-10 kHz</td>
</tr>
<tr>
<td>Range Accuracy</td>
<td>1 cm</td>
</tr>
<tr>
<td>Bearing Accuracy</td>
<td>0.35 mrad</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Less than 125 W</td>
</tr>
</tbody>
</table>
The measurement errors are simulated as white Gaussian noise with zero mean. The bias error is not included since the error is relatively small and is ignored compared to the random errors. As the two vehicles get closer, the bearing error actually decreases, however, a constant bearing error is conservatively adopted in this study. The range-angles measurement model consisting of range, azimuth and elevation angles is defined as

\[ r = \sqrt{x^2 + y^2 + z^2} \]
\[ Az = \tan^{-1}\left(\frac{y}{x}\right) \]
\[ El = \tan^{-1}\left(\frac{z}{\sqrt{x^2 + y^2}}\right) = \sin^{-1}\left(\frac{z}{r}\right) \]  

The measurement vector at \( t_k \) is then given as

\[ Y_k(X,t) = \begin{bmatrix} \sqrt{x^2 + y^2 + z^2} \\ \tan^{-1}\left(\frac{y}{x}\right) \\ \tan^{-1}\left(\frac{y}{\sqrt{x^2 + y^2}}\right) \end{bmatrix}_{1} + \varepsilon_k \]  

where \( \varepsilon_k \) is the measurement error vector. The errors are simulated as zero mean Gaussian noise.

6.2.2. Relative Position and Velocity Estimation. An EKF filter is used to sequentially estimate the relative position and velocity using the RELAVIS scanning system. The order of a conventional EKF algorithm is modified so that measurement updates are processed first. The state vector is defined as

\[ X = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T \]
The partial derivative matrix for the nonlinear state-space model in Eq. (13), omitting the relative perturbation terms for simplicity, is given as

\[
F(\hat{X}(t), t) = \\
\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\dot{r}_t + \frac{3\mu(r_t + x)^2}{r_c^4} - \frac{\mu}{r_c^4} & -2\dot{r}_t + \frac{3\mu y(r_t + x)}{r_c^5} & 3\mu z(r_t + x) & 0 & 0 & 0 \\
2\dot{r}_t + \frac{3\mu y^2 y(r_t + x)}{r_c^6} & \dot{r}_t^2 + \frac{3\mu y^2}{r_c^5} & \frac{3\mu y z^2}{r_c^5} & -2\dot{r}_t & 0 & 0 \\
\frac{3\mu z(r_t + x)}{r_c^5} & \frac{3\mu y z}{r_c^5} & \frac{3\mu y^2 - \mu}{r_c^5} & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(64)

where the “hat” symbol “\(\hat{\cdot}\)” denotes the estimated state. Then the nonlinear state-space model follows Eq. (13). The error covariance for the system process noise is given by

\[
Q = \text{diag}\left[0 \ 0 \ 0 \ w_x^2 \ w_y^2 \ w_z^2\right] 
\]  

(65)

where \(w_x, w_y,\) and \(w_z\) are system process noise. The matrices \(F\) and \(Q\) are used for covariance propagation. By taking the partial derivative of the measurement vector, the measurement sensitivity matrix at \(t_k\) is given by

\[
H_k(\hat{X}_k) = \\
\begin{bmatrix}
\frac{x}{r} & \frac{y}{r} & \frac{z}{r} & 0 & 0 & 0 \\
-\frac{y}{\sqrt{x^2 + y^2}} & \frac{x}{\sqrt{x^2 + y^2}} & 0 & 0 & 0 & 0 \\
-\frac{x z}{r^2 \sqrt{x^2 + y^2}} & -\frac{y z}{r^2 \sqrt{x^2 + y^2}} & \frac{\sqrt{x^2 + y^2}}{r^2} & 0 & 0 & 0 \\
\end{bmatrix}_{t_k}
\]  

(66)
The EKF filter using the RELAVIS scanning system can now be executed with these quantities to estimate the relative attitude, position and velocity.

6.3. ABSOLUTE ATTITUDE ESTIMATION USING STAR TRACKERS AND GYROSCOPES

6.3.1. Star Tracker Measurements. The sensors used here include three axis gyroscopes (gyros) and star trackers whose output is the attitude quaternion referenced to J2000 inertial coordinates. The noise parameters for the gyro measurements were given in the previous section as the chaser’s gyro measurements. A combined quaternion from two star trackers is used as the measurement. To generate synthetic measurements, the following model [67]

\[
q_m = \begin{bmatrix} 0.5 \nu \\ 1 \end{bmatrix} \otimes q
\]  

(67)

is used where \(\otimes\) denotes quaternion multiplication. This work adopts the convention of Lefferts, Markley, and Shuster [88] who multiply the quaternions in the same order as the attitude matrix multiplication. The variable \(q_m\) is the quaternion measurement, \(q\) is the truth, and \(\nu\) is the measurement noise, which is assumed to be a zero-mean Gaussian noise process with covariance of 0.001 \(I_{3 \times 3} \text{deg}^2\). The measured quaternion is normalized to ensure a normalized measurement. An error quaternion between the measured quaternion and the estimated quaternion is used for measurement in the filter. This is computed using the error quaternion

\[
\delta q = \begin{bmatrix} \delta \mathbf{p} \\ \delta q_d \end{bmatrix} = q_m \otimes q_e^{-1}
\]  

(68)

where \(q_e\) is the estimated quaternion of the chaser spacecraft. For small angles the vector portion of the quaternion is approximately equal to half angles so that \(\delta \mathbf{p} \approx \alpha / 2\) and
\( \alpha_q = 1 \). The spacecraft desired motion includes a constant angular velocity given as
\( \omega_d = [0 \ n \ 0]^T \) rad/sec where \( n \) is mean motion corresponding to Earth-pointing spacecraft in low-Earth orbit such as the ISS [67].

### 6.3.2 Absolute Attitude Estimation [67]

An EKF filter is used to estimate the attitude and the rate of the chaser vehicle using start trackers and three-axis strapdown gyroscopes. The EKF filter for attitude estimation begins with the quaternion kinematic model in Eq. (21). A multiplicative error quaternion in the body-fixed frame is given as

\[
\hat{\mathbf{q}} = \mathbf{q} \otimes \hat{\mathbf{q}}^{-1}
\]

with \( \hat{\mathbf{q}} = \begin{bmatrix} \hat{q}_4 \ 
\mathbf{q} \end{bmatrix}^T \). Also, the quaternion inverse is defined by

\[
\mathbf{q}^{-1} = \begin{bmatrix} -\mathbf{p} & \mathbf{q}_4 \end{bmatrix}
\]

Taking the time derivative of Eq. (69) gives

\[
\hat{\mathbf{q}} = \mathbf{q} \otimes \hat{\mathbf{q}}^{-1} + \mathbf{q} \otimes \hat{\mathbf{q}}^{-1}
\]

The estimated quaternion kinematics model is

\[
\dot{\mathbf{q}} = \frac{1}{2} \Xi(\mathbf{q}) \hat{\omega} = \frac{1}{2} \Omega(\hat{\omega}) \mathbf{q}
\]

Taking the time derivative of \( \hat{\mathbf{q}} \otimes \hat{\mathbf{q}}^{-1} = [0 \ 0 \ 0 \ 1]^T \) gives

\[
\dot{\mathbf{q}} \otimes \hat{\mathbf{q}}^{-1} + \dot{\mathbf{q}} \otimes \hat{\mathbf{q}}^{-1} = 0
\]

Substituting Eq. (72) into Eq. (73) gives
\[
\frac{1}{2} \Omega(\mathbf{\hat{o}}) \mathbf{\hat{q}} \otimes \mathbf{\hat{q}}^{-1} + \mathbf{\hat{q}} \otimes \mathbf{\hat{q}}^{-1} = 0
\]  
(74)

Using the definition of $\Omega(\mathbf{\hat{o}})$ in Eq. (22) and $\mathbf{\hat{q}} \otimes \mathbf{\hat{q}}^{-1} = [0 \ 0 \ 0 \ T]^T$, Eq. (74) reduces to

\[
\frac{1}{2} \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} + \mathbf{\hat{q}} \otimes \mathbf{\hat{q}}^{-1} = 0
\]  
(75)

Solving Eq. (75) for $\dot{\mathbf{\hat{q}}}^{-1}$ yields

\[
\dot{\mathbf{\hat{q}}}^{-1} = -\frac{1}{2} \mathbf{\hat{q}}^{-1} \otimes \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix}
\]  
(76)

Also, a useful identity is given by

\[
\dot{\mathbf{\hat{q}}}^{-1} = \frac{1}{2} \Omega(\mathbf{\hat{o}}) \mathbf{\hat{q}} = \frac{1}{2} \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} \otimes \mathbf{\hat{q}}
\]  
(77)

Substituting Eq. (76) and Eq. (77) into Eq. (71), and using Eq. (69) gives

\[
\mathbf{\hat{\delta}q} = \frac{1}{2} \left\{ \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} \otimes \mathbf{\hat{q}} - \mathbf{\hat{q}} \otimes \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} \right\}
\]  
(78)

Define the following error angular velocity as $\mathbf{\hat{\delta}\omega} = \mathbf{\hat{\omega}} - \mathbf{\hat{\omega}}$. Substituting $\mathbf{\hat{\omega}} = \mathbf{\hat{\delta}\omega} + \mathbf{\hat{\omega}}$ into Eq. (81) leads to

\[
\mathbf{\hat{\delta}q} = \frac{1}{2} \left\{ \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} \otimes \mathbf{\hat{q}} - \mathbf{\hat{q}} \otimes \begin{bmatrix} \mathbf{\hat{\omega}} \\ 0 \end{bmatrix} \right\} + \frac{1}{2} \begin{bmatrix} \mathbf{\hat{\delta}\omega} \\ 0 \end{bmatrix} \otimes \mathbf{\hat{q}}
\]  
(79)
Next, consider the following useful identities

\[ \left[ \begin{array}{c} \dot{\omega} \\ 0 \end{array} \right] \otimes \delta q = \Omega (\dot{\omega}) \delta q \]  
(80a)

\[ \delta q \otimes \left[ \begin{array}{c} \dot{\omega} \\ 0 \end{array} \right] = \Gamma (\dot{\omega}) \delta q \]  
(80b)

where

\[ \Gamma (\dot{\omega}) = \left[ \begin{array}{cc} [\omega \times] & \omega \\ -\omega^T & 0 \end{array} \right] \]  
(81)

Substituting Eq. (80) into Eq. (79) with some algebraic manipulations leads to

\[ \delta \ddot{q} = \frac{1}{2} \left[ [\omega \times] \delta \dot{q} \right] + \frac{1}{2} \left[ \delta \omega \right] \otimes \delta q \]  
(82)

The nonlinear term is present only in the last term on the right-hand side of Eq. (82) and its first-order approximation is given by

\[ \frac{1}{2} \left[ [\omega \times] \delta \dot{q} \right] \otimes \delta q \approx \frac{1}{2} \left[ [\omega \times] \delta \dot{q} \right] \]  
(83)

Substituting Eq. (83) into Eq. (82) leads to the linearized model

\[ \delta \ddot{q} = -[\omega \times] \delta \dot{q} + \frac{1}{2} \delta \omega \]  
(84)

\[ \delta q_4 = 0 \]

The first-order approximation, which assumes that the true quaternion is “close” to the estimated quaternion, gives \( \delta q_4 = 1 \). This allows to the reduction of the order of the system in the EKF filter by one state. The linearization using Eq. (69) maintains
quaternion normalization to within first-order if the estimated quaternion is “close” to the true quaternion, which is within the first-order approximation in the EKF filter.

A common sensor that measures the angular rate is a rate-integrating gyroscope. For this sensor, a widely used model is given by

\[
\ddot{\omega} = \omega + \dot{\beta} + \eta_v
\]  
\[
\dot{\beta} = \eta_u
\]

where \( \ddot{\omega} \) is the continuous-time measured angular rate, \( \beta \) is the drift rate, and \( \eta_v \) and \( \eta_u \) are independent zero-mean Gaussian white noise processes with

\[
E\{\eta_v(t)\eta_v^T(t)\} = I_{3\times3} \sigma_v^2 \delta(t-\tau)
\]
\[
E\{\eta_u(t)\eta_u^T(t)\} = I_{3\times3} \sigma_u^2 \delta(t-\tau)
\]

where \( \delta(t-\tau) \) is the Dirac delta function. The estimated angular velocity is given by

\[
\dot{\omega} = \ddot{\omega} - \dot{\beta}
\]

Also, the estimated bias differential equation follows as

\[
\dot{\beta} = 0
\]

Substituting Eqs. (85a) and (87) into \( \delta\omega = \omega - \ddot{\omega} \) gives

\[
\delta\omega = -(\Delta \beta + \eta_v)
\]
\[
\delta\dot{\rho} = -[\dot{\omega} \times \dot{\rho}] - \frac{1}{2}(\Delta \beta + \eta_v)
\]
For small angles the vector component of the quaternion is approximately equal to half angles \( \delta \phi \approx \frac{\delta \alpha}{2} \), and the scalar part of quaternion is equal to 1. \( \delta \alpha \) has components of roll, pitch, and yaw errors for any rotation sequences. Using this simplification in Eq. (91) gives

\[
\delta \hat{\alpha} = -[\hat{\omega} \times] \delta \alpha - (\Delta \beta + \eta_v) \tag{91}
\]

This approach minimizes the use of the factors 1/2 and 2 in the EKF, and also gives a direct physical meaning to the state error-covariance, which can be used to directly determine the \( 3\sigma \) bounds of the actual attitude errors. The EKF error model is now given by

\[
\Delta \hat{x}(t) = F(\hat{x}(t), t) \Delta x(t) + G(t)w(t) \tag{92}
\]

where \( \Delta x(t) = [\delta \hat{\alpha}^T \ \delta \beta^T]^T \), \( w(t) = [\eta_v^T(t) \ \eta_v^T(t)]^T \), \( F(\hat{x}(t), t) \), \( G(t) \) and \( Q(t) \) are given by

\[
F(\hat{x}(t), t) = \begin{bmatrix}
-\hat{\omega} \times & -I_{3\times3} \\
0_{3\times3} & 0_{3\times3}
\end{bmatrix} \tag{93a}
\]

\[
G(t) = \begin{bmatrix}
-I_{3\times3} & 0_{3\times3} \\
0_{3\times3} & I_{3\times3}
\end{bmatrix} \tag{93b}
\]

\[
Q(t) = \begin{bmatrix}
\sigma_v^2 I_{3\times3} & 0_{3\times3} \\
0_{3\times3} & \sigma_u^2 I_{3\times3}
\end{bmatrix} \tag{93c}
\]

where the gyro noise parameters are given by \( \sigma_u = \sqrt{10 \times 10^{-10}} \) rad/sec\(^{3/2} \) and \( \sigma_v = \sqrt{10 \times 10^{-5}} \) rad/sec\(^{1/2} \) [56]. The error quaternion in Eq. (68) is given as measurement vector in the EKF filter.

\[
\hat{y}_k = \frac{\delta \alpha}{2} = h_k(\hat{x}_k) + v_k \tag{94}
\]
The error covariance corresponding to star tracker measurements is given by

\[ R = \text{diag}\left[ \sigma_1^2 I_{3 \times 3}, \sigma_2^2 I_{3 \times 3}, \ldots, \sigma_n^2 I_{3 \times 3} \right] \]  

(95)

where all diagonal coefficients are 0.001 degrees. The sensitivity matrix for all measurement set is given by

\[ H_k(\hat{x}_k^-) = \begin{bmatrix} \frac{1}{2}I_{3 \times 3} & 0_{3 \times 3} \end{bmatrix} \]  

(96)

The attitude estimation algorithm is summarized in Table 6.4.

<table>
<thead>
<tr>
<th>Table 6.4. Extended Kalman Filter for Absolute Attitude Estimation.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialize</strong></td>
</tr>
<tr>
<td>( \hat{q}(t_0) = \hat{q}_0, \hat{\beta}(t_0) = \hat{\beta}_0 )</td>
</tr>
<tr>
<td>( P(t_0) = P_0 )</td>
</tr>
<tr>
<td><strong>Gain</strong></td>
</tr>
<tr>
<td>( K_k = P_k^- H_k^T(\hat{x}_k^-) \left[ H_k(\hat{x}_k^-) P_k^- H_k^T(\hat{x}_k^-) + R \right]^{-1} )</td>
</tr>
<tr>
<td>( H_k(\hat{x}<em>k^-) = \begin{bmatrix} \frac{1}{2}I</em>{3 \times 3} &amp; 0_{3 \times 3} \end{bmatrix} )</td>
</tr>
<tr>
<td><strong>Update</strong></td>
</tr>
<tr>
<td>( P_k^+ = \left[ I - K_k H_k(\hat{x}_k^-) \right] P_k^- )</td>
</tr>
<tr>
<td>( \Delta \hat{x}_k^+ = K_k \left[ \tilde{y}_k - h_k(\hat{x}_k^-) \right] )</td>
</tr>
<tr>
<td>( \Delta \hat{x}_k^- = \begin{bmatrix} \delta \hat{\alpha}_k^T &amp; \Delta \hat{\beta}_k^T \end{bmatrix} )</td>
</tr>
<tr>
<td>( h_k(\hat{x}_k^-) = \begin{bmatrix} \frac{\delta \hat{\alpha}_k^-}{2} \end{bmatrix} )</td>
</tr>
<tr>
<td>( \hat{q}_k^+ = \hat{q}_k^- + \frac{1}{2} \Xi(\hat{q}_k^-) \delta \hat{\alpha}_k^+ T, \text{ renormalize quaternion} )</td>
</tr>
<tr>
<td>( \hat{\beta}_k^+ = \hat{\beta}_k^- + \Delta \hat{\beta}_k^+ )</td>
</tr>
</tbody>
</table>
Table 6.4. (Continued)

<table>
<thead>
<tr>
<th>Propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\omega} = \tilde{\omega} - \Delta \hat{\beta}(t)$</td>
</tr>
<tr>
<td>$\dot{\hat{q}}(t) = \frac{1}{2} \Xi(\hat{q}(t))\hat{\omega}(t)$</td>
</tr>
<tr>
<td>$\dot{P}(t) = F(\hat{x}(t),t)P(t) + P(t)F^T(\hat{x}(t),t) + G(t)Q(t)G^T(t)$</td>
</tr>
<tr>
<td>$F(\hat{x}(t),t) = \begin{bmatrix} -[\hat{\omega} \times] &amp; -I_{3 \times 3} \ 0_{3 \times 3} &amp; 0_{3 \times 3} \end{bmatrix}$, $G(t) = \begin{bmatrix} -I_{3 \times 3} &amp; 0_{3 \times 3} \ 0_{3 \times 3} &amp; I_{3 \times 3} \end{bmatrix}$</td>
</tr>
</tbody>
</table>

6.4. VISION-BASED RELATIVE STATE ESTIMATION USING THE EXTENDED KALMAN FILTER

6.4.1. Vision-Based Navigation System and Gyro Model. Photogrammetry is the technique of measuring objects (2D or 3D), photographic images, or line of sight (LOS) observations. Photogrammetry can generally be divided into two categories: far range photogrammetry with camera distance setting to infinity (commonly used in star cameras), and close range photogrammetry with camera distance settings to finite values. In general, close-range photogrammetry can be used to determine both the position and attitude of an object, while far range photogrammetry can be only used to determine attitude. The VISNAV system consists of a new kind of optical sensor combined with specific light source beacons, each radiating bursts of modulated light. This sensor can be used for close-range photogrammetry-type applications. The relationship between the position/attitude and observations used in photogrammetry involves a set of colinearity equations. The VISNAV system uses measurements from a positioning sensing diode (PSD) sensor. A small PSD diode senses these light sources, and electronics control both the beacons and the PSD sensor. It calculates six-degrees of freedom estimates of the sensor location and orientation. The hardware and working principles of the VISNAV system are described in References [51], [52]. A spacecraft docking scenario using the VISNAV system is illustrated in Figure 6.2.
Six beacons on the target docking port are arrayed in the configuration shown in Figure 6.3. These beacons are arranged to be visible to the PSD on the chaser throughout the final approach phase.

The location of the sensor focal plane, which is usually obtained through calibration, is assumed to be known within the chaser spacecraft coordinate system. Also, without loss
of generality, the frame of the target spacecraft is assumed to coincide with the frame described in Figure 4.2. If the $z$-axis of the sensor coordinate system is directed outward along the boresight, then, given the object space and image space coordinate frames, the ideal object-to-image space projective transformation (noiseless) can be written as [51], [52]

$$
\chi_i = -fl \frac{A_{11}(X_i-x) + A_{12}(Y_i-y) + A_{13}(Z_i-z)}{A_{31}(X_i-x) + A_{32}(Y_i-y) + A_{33}(Z_i-z)}, \quad i = 1, 2, \ldots, N \tag{97a}
$$

$$
\gamma_i = -fl \frac{A_{21}(X_i-x) + A_{22}(Y_i-y) + A_{23}(Z_i-z)}{A_{31}(X_i-x) + A_{32}(Y_i-y) + A_{33}(Z_i-z)}, \quad i = 1, 2, \ldots, N \tag{97b}
$$

where $N$ is the total number of observations, $(\chi_i, \gamma_i)$ are the image space observations for the $i^{th}$ LOS, $(X_i, Y_i, Z_i)$ are the known object space locations of the $i^{th}$ beacon, $(x, y, z)$ are the unknown object space locations of the sensor modeled by Eq. (2), $fl$ is the known focal length, and $A_{jk}$ are the unknown coefficients of the attitude matrix, $A$, associated with the orientation from the object plane (target) to the image plane (chaser). The goal of the inverse problem is given observations $(\chi_i, \gamma_i)$, and object space locations $(X_i, Y_i, Z_i)$, for $i = 1, 2 \ldots N$, determine the attitude $(A)$ and position $(x, y, z)$. The observation can be reconstructed in unit vector form as [66]

$$
b_i = Ar_i, \quad i = 1, 2, \ldots, N \tag{98}
$$

where

$$
b_i = \frac{1}{\sqrt{fl^2 + \chi_i^2 + \gamma_i^2}} \begin{bmatrix} -\chi_i \\ -\gamma_i \\ fl \end{bmatrix} \tag{99a}
$$

$$
r_i = \frac{1}{\sqrt{(X_i-x)^2 + (Y_i-y)^2 + (Z_i-z)^2}} \begin{bmatrix} X_i-x \\ Y_i-y \\ Z_i-z \end{bmatrix} \tag{99b}
$$

When observation noise is present, Shuster [98] has shown that the greatest error probability is concentrated in a very small area about the direction of $Ar_i$; therefore, the sphere containing that point can be approximated by a tangent plane, characterized by
\[ \tilde{b}_i = A r_i + v_i, \quad v_i^T A r_i = 0 \] (100)

where \( \tilde{b}_i \) denotes the \( i^{th} \) observation and the sensor error \( v_i \) is approximately Gaussian. This satisfies
\[
E[v_i] = 0 \quad (101a)
\]
\[
E[v_i v_i^T] = \sigma_i^2 I_{3\times3} - (A r_i) (A r_i)^T \quad (101b)
\]

where \( E[\cdot] \) denotes expectation and \( I_{3\times3} \) denotes the \( 3 \times 3 \) identity matrix. Eq. (101b) makes the small field-of-view assumption used in References [51-53]. However, for a large FOV lens with significant radial distortion, this covariance model should be modified appropriately. The advantage of using the mode in Eq. (101) is that the observation covariance in the EKF filter and UKF filter formulation can effectively be replaced by a nonsingular matrix given by \( \sigma_i^2 I_{3\times3} \) [51-53]. Hence, the observation covariance matrix used in the estimator from all available LOS vectors is given by
\[
R_k = \text{diag}\left[ \sigma_1^2 \quad \sigma_2^2 \quad \ldots \quad \sigma_N^2 \right] \quad (102)
\]

Multiple (\( N \)) vector observations can be concatenated to form
\[
\tilde{y}_k = \begin{bmatrix} A(q)r_1 \\ A(q)r_2 \\ \vdots \\ A(q)r_N \end{bmatrix} + \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_N \end{bmatrix} \quad (103)
\]

A common sensor that measures the angular rate is a rate-integrating gyroscope. For this sensor, a widely used model is given by Eq. (85). In this study, \( (\eta_{tv}, \eta_{tq}) \) and \( (\eta_{cv}, \eta_{cu}) \) denote target and chaser gyros parameters, respectively. Gyro measurements are expressed in the inertial frame. The gyro noise parameters are given by
\[ \sigma_{tu} = \sigma_{cu} = \sqrt{10 \times 10^{-10}} \text{ rad/sec}^{3/2} \] and \[ \sigma_{cv} = \sigma_{ce} = \sqrt{10 \times 10^{-5}} \text{ rad/sec}^{1/2} \] [66]. The initial biases for each axis of both the target and the chaser gyros are given as 1 deg/hr.

6.4.2. Relative State Estimation. An EKF filter is used to sequentially estimate the relative position, velocity and relative attitude. A formulation for the relative attitude estimation, as well as the target and chaser gyro biases, are derived. The true equations are given by [66] as

\begin{align*}
q_{rel} &= q_c \otimes q_t^{-1} \\
\dot{q}_{rel} &= \frac{1}{2} \varepsilon(q_{rel})\omega_{ct} \\
\omega_{ct} &= \omega_c - A(q_{rel})\omega_t \\
\dot{\beta}_t &= \eta_{tu} \\
\dot{\beta}_c &= \eta_{cu} \\
\omega_t &= \tilde{\omega}_t - \beta_t - \eta_{tu} \\
\omega_c &= \tilde{\omega}_c - \beta_c - \eta_{cu}
\end{align*}

where subscripts \( t \) and \( c \) denote the target and chaser vehicles. The quaternion \( q_{rel} \) describes the relative attitude between the target and chaser. The relative angular rate is denoted \( \omega_{ct} \). The error quaternion and its derivatives are given by

\begin{align*}
\delta q_{rel} &= q_{rel} \otimes \hat{q}_{rel}^{-1} \\
\dot{\delta q}_{rel} &= \begin{bmatrix} 1/2 \delta \alpha \\ -1 \end{bmatrix}
\end{align*}

where \( \delta \alpha \) represents roll, pitch and yaw error angles needing correction. This study uses the error-state dynamics for attitude estimation derived in Reference [66] as

\[ \Delta \ddot{u} = -[\tilde{\omega}_c] \delta \alpha - \Delta \beta_c + A(\hat{\alpha}) \Delta \beta_t + A(\hat{\alpha}_{rel}) \Delta \eta_{tv} - \eta_{cv} \]
The error-state vector for the relative attitude estimation is augmented to include the relative position and velocity vectors in Eq. (66). The state vector for attitude estimation is appended to include the relative position and velocity. The error-state equation for the relative attitude estimation is combined with the nonlinear equation of motion in Eq. (13) adding the process noise. The augmented error-dynamics is then expressed by in state-space form as

$$\Delta x = F_{aug} \Delta x + Gw$$

with

$$\Delta x = \begin{bmatrix} \Delta \alpha^T & \Delta \beta_i^T & \Delta \beta_c^T & \Delta \rho^T \end{bmatrix}^T$$

$$w = \begin{bmatrix} \eta_{\nu}^T & \eta_{\nu u}^T & \eta_{\nu c u}^T & w_x & w_y & w_z \end{bmatrix}^T$$

where $\Delta \rho^T$ and $\Delta \beta^T$ are the error-state vector for the relative position and velocity estimation. The matrices $F_{aug}$ and $G_{aug}$ used in the EKF covariance propagation are given by

$$F_{aug} = \begin{bmatrix} -[\hat{\omega}_c \times] & A(\hat{q}) & -I_{3x3} & 0_{3x6} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x6} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x6} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & \left[\partial f(X)/\partial X\right]_X \end{bmatrix}$$

where the partial derivative matrix, $\partial f(X)/\partial X$ is equal to Eq. (67).

$$G_{aug} = \begin{bmatrix} A(\hat{q}) & -I_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x3} \\ 0_{3x3} & 0_{3x3} & I_{3x3} & 0_{3x3} & 0_{3x3} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & I_{3x3} & 0_{3x3} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x3} \\ 0_{3x3} & 0_{3x3} & 0_{3x3} & 0_{3x3} & I_{3x3} \end{bmatrix}$$
The new augmented matrix $Q_{\text{aug}}$ corresponding to new process noise vector defined in Eq. (107) is given by

$$
Q_{\text{aug}} = \begin{bmatrix}
\sigma_n^2 I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 1} & 0_{3 \times 1} \\
0_{3 \times 3} & \sigma_c^2 I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 1} & 0_{3 \times 1} \\
0_{3 \times 3} & 0_{3 \times 3} & \sigma_m^2 I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 1} & 0_{3 \times 1} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & \sigma_m^2 I_{3 \times 3} & 0_{3 \times 1} & 0_{3 \times 1} \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & w_x^2 & 0 \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0 & w_y^2 \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0 & 0 \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0 & 0 \\
\end{bmatrix}
$$

(110)

The state transition matrix for the error covariance can be computed numerically by van Loan’s method [64], [99] as

$$
\bar{A} = \begin{bmatrix}
-F_{\text{aug}} & G_{\text{aug}} Q_{\text{aug}} G_{\text{aug}}^T \\
0_{15 \times 15} & F_{\text{aug}}^T
\end{bmatrix} \Delta t
$$

(111)

Then, the matrix exponential of Eq. (111) is computed as

$$
\bar{B} = e^{\bar{A}} = \begin{bmatrix}
\bar{B}_{11} & \bar{B}_{12} \\
0_{15 \times 15} & \bar{B}_{22}
\end{bmatrix} = \begin{bmatrix}
\bar{B}_{11} & \Phi^{-1} \bar{B}_{12} \\
0 & \Phi^T
\end{bmatrix}
$$

(112)

where $\Phi$ is the state transition matrix of $F_{\text{aug}}$ and $\bar{Q}$ is the discrete-time covariance matrix. The state transition matrix and discrete-time process noise covariance are then given by

$$
\Phi^{-1} = \bar{B}_{22}^T
$$

(113a)

$$
\bar{Q} = \Phi \bar{B}_{12}
$$

(113b)

The measurement sensitivity matrix is given by [66]
\[
H_k(\hat{q}_{rel}^{-}, \hat{p}_x) = \begin{bmatrix}
A(\hat{q}_{rel})\hat{r}_1^- \times & 0_{3 \times 3} & 0_{3 \times 3} & \frac{\partial \hat{b}_1^-}{\partial \hat{p}} & 0_{3 \times 3} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
A(\hat{q}_{rel})\hat{r}_N^- \times & 0_{3 \times 3} & 0_{3 \times 3} & \frac{\partial \hat{b}_N^-}{\partial \hat{p}} & 0_{3 \times 3}
\end{bmatrix}
\]

(114)

where \(\hat{r}_i^-\) is given by Eq. (99b) evaluated at \(\hat{p}^- = [\hat{x}^- \hat{y}^- \hat{z}^-]^T\) and the partial matrix \(\frac{\partial \hat{b}_i^-}{\partial \hat{p}}\) is given by

\[
\frac{\partial \hat{b}_i^-}{\partial \hat{p}} = A(\hat{q}^-) \frac{\partial \hat{r}_i^-}{\partial \hat{p}^-}
\]

(115)

where

\[
\frac{\partial \hat{r}_i^-}{\partial \hat{p}^-} = \frac{1}{\delta_i^-} \times
\left[
\begin{array}{ccc}
-[(Y_i - \hat{y}^-)^2 + (Z_i - \hat{z}^-)^2] & (X_i - \hat{x}^-)(Y_i - \hat{y}^-) & (X_i - \hat{x}^-)(Z_i - \hat{z}^-) \\
(X_i - \hat{x}^-)(Y_i - \hat{y}^-) & -[(Y_i - \hat{y}^-)^2 + (Z_i - \hat{z}^-)^2] & (Y_i - \hat{y}^-)(Z_i - \hat{z}^-) \\
(X_i - \hat{x}^-)(Z_i - \hat{z}^-) & (Y_i - \hat{y}^-)(Z_i - \hat{z}^-) & -[(X_i - \hat{x}^-)^2 + (Z_i - \hat{z}^-)^2]
\end{array}
\right]
\]

(116)

with \(\delta_i^- = [(X_i - \hat{x}^-)^2 + (Y_i - \hat{y}^-)^2 + (Z_i - \hat{z}^-)^2]^{3/2}\).

The EKF filter using the vision sensor system can now be executed with these quantities to estimate the relative attitude, position and velocity. The estimated relative quaternion \(\hat{q}_{rel}\) is then used to compute the absolute chaser quaternion using Eq. (104a) by multiplying the known target quaternions using onboard navigation data. The absolute chaser quaternion \(\hat{q}_c\) is computed by Eq. (117) as

\[
\hat{q}_c \cong \hat{q}_{rel} \otimes \hat{q}_t = (\hat{q}_c \otimes \hat{q}_t^{-1}) \otimes \hat{q}_t
\]

(117)
A summary of the EKF filter equations for the relative attitude estimation using vision sensor measurement is shown in Table 6.5 [66].

Table 6.5. Extended Kalman Filter for Relative Attitude Estimation.

<table>
<thead>
<tr>
<th>Initialize</th>
<th>( \hat{\mathbf{q}}(t_0) = \hat{\mathbf{q}}_0, \quad \hat{\mathbf{\beta}}<em>i(t_0) = \hat{\mathbf{\beta}}</em>{i0} \quad \hat{\mathbf{\beta}}<em>c(t_0) = \hat{\mathbf{\beta}}</em>{c0} )</th>
<th>( P(t_0) = P_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>( K_k = P_k^- H_k^T (\hat{\mathbf{x}}^-_k) \left[ H_k (\hat{\mathbf{x}}^-_k) P_k^- H_k^T (\hat{\mathbf{x}}^-_k) + R \right]^{-1} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( H_k (\hat{\mathbf{q}}<em>{\text{rel}}^-; \hat{\mathbf{\beta}}^-<em>k) = \left[ \begin{array}{c} \mathbf{0}</em>{3 \times 3} \ \vdots \ \mathbf{0}</em>{3 \times 3} \ \mathbf{0}<em>{3 \times 3} \ \vdots \ \mathbf{0}</em>{3 \times 3} \end{array} \right] )</td>
<td></td>
</tr>
<tr>
<td>Update</td>
<td>( P_k^+ = \left[ I - K_k H_k (\hat{\mathbf{x}}^-_k) \right] P_k^- )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \Delta \mathbf{x}_k^+ = K_k \left[ \mathbf{y}_k - h_k (\hat{\mathbf{x}}^-_k) \right] )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \Delta \hat{\mathbf{x}}_k^+ = \left[ \delta \hat{\mathbf{a}}_k^T \quad \Delta \hat{\mathbf{\beta}}_k^T \right]^T )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( h_k (\hat{\mathbf{x}}^-_k) = \left[ \begin{array}{c} \mathbf{A}(\mathbf{q}) \mathbf{r}_1 \ \mathbf{A}(\mathbf{q}) \mathbf{r}_2 \ \vdots \ \mathbf{A}(\mathbf{q}) \mathbf{r}_N \end{array} \right] )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \hat{\mathbf{q}}<em>{\text{rel}}^+ = \hat{\mathbf{q}}</em>{\text{rel}}^- + \frac{1}{2} \Xi (\hat{\mathbf{q}}_{\text{rel}}^-) \delta \hat{\mathbf{a}}_k^T, \text{renormalize quaternion} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \hat{\mathbf{\beta}}<em>{i_k}^+ = \hat{\mathbf{\beta}}</em>{i_k}^- + \Delta \hat{\mathbf{\beta}}_{i_k}^+ )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \hat{\mathbf{\beta}}<em>{c_k}^+ = \hat{\mathbf{\beta}}</em>{c_k}^- + \Delta \hat{\mathbf{\beta}}_{c_k}^+ )</td>
<td></td>
</tr>
<tr>
<td>Propagation</td>
<td>( \hat{\mathbf{\omega}}<em>{i_k}^+ = \hat{\mathbf{\omega}}</em>{i_k}^- - \hat{\mathbf{\beta}}_{i_k}^+ )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \hat{\mathbf{\omega}}<em>{c_k}^+ = \hat{\mathbf{\omega}}</em>{c_k}^- - \hat{\mathbf{\beta}}_{c_k}^+ )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \hat{\mathbf{q}}<em>{k+1}^- = \hat{\mathbf{\Omega}} (\hat{\mathbf{\omega}}</em>{c_k}^+) \Gamma (\hat{\mathbf{\omega}}<em>{i_k}^+) \hat{\mathbf{q}}</em>{k}^- )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( P_{k+1}^- = \Phi_k P_k^- \Phi_k^T + \Gamma_k )</td>
<td></td>
</tr>
</tbody>
</table>
Given the post update $\hat{\omega}_k^+$ and $\hat{q}_k^+$, the discrete-time propagation of the kinematic equation of Eq. (72) is given by [56] as

$$q_{k+1} = \overline{D}(\hat{\omega}_{t_k}){T}(\hat{\omega}_{t_k})q_k$$

(118)

with

$$\overline{D}(\omega_{c_k}) = \begin{bmatrix}
\cos \left( \frac{1}{2} \| \omega_{c_k} \| \Delta t \right) I_{3 \times 3} - [\psi_k \times] & \psi_k \\
-\psi_k^T & \cos \left( \frac{1}{2} \| \omega_{c_k} \| \Delta t \right)
\end{bmatrix}$$

(119a)

and

$$\overline{T}(\omega_{t_k}) = \begin{bmatrix}
\cos \left( \frac{1}{2} \| \omega_{t_k} \| \Delta t \right) I_{3 \times 3} - [\zeta_k \times] & -\zeta_k \\
-\zeta_k^T & \cos \left( \frac{1}{2} \| \omega_{c_k} \| \Delta t \right)
\end{bmatrix}$$

(119b)

where

$$\psi_k = \frac{\sin \left( \frac{1}{2} \| \omega_{c_k} \| \Delta t \right) \omega_{c_k}}{\| \omega_{c_k} \|}$$

(120a)

and

$$\zeta_k = \frac{\sin \left( \frac{1}{2} \| \omega_{t_k} \| \Delta t \right) \omega_{t_k}}{\| \omega_{t_k} \|}$$

(120b)

and $\Delta t$ is the sampling interval. Note that the matrices $\overline{D}(\omega_{c_k})$ and $\overline{T}(\omega_{c_k})$ also commute.

### 6.5. Vision-Based Relative State Estimation Using the Unscented Kalman Filter

The local error-quaternion, denoted by $\delta q = [\delta \rho^T \quad \delta q_4]$ and defined in the UKF formulation, is represented using a vector of generalized Rodrigues parameters [92], [100]
\[
\delta \mathbf{p} = g \frac{\delta \mathbf{p}}{a + \delta q_4}
\]  \hfill (121)

where \( a \) is a parameter from 0 to 1, and \( g \) is a scale factor. Note when \( a = 0 \) and \( g = 1 \) then Eq. (121) gives the Gibbs vector. Further, with \( a = g = 1 \) then Eq. (121) gives the standard vector of MRPs. For small errors the attitude portion of the covariance is closely related to the attitude estimation errors for any rotation sequence, given by a simple factor \([91]\). For example, the Gibbs vector linearizes the half angles. The choice of \( g = 2(a+1) \) is made so that \( \| \delta \mathbf{p} \| \) is equal to \( \mathcal{Q} \) for small errors. The inverse transformation from \( \| \delta \mathbf{p} \| \) to \( \delta \mathbf{q} \) is given by \([92]\) as

\[
\delta q_4 = -a\| \delta \mathbf{p} \|^2 + g\sqrt{g^2 + (1-a^2)\| \delta \mathbf{p} \|^2} \quad \frac{g^2 + \| \delta \mathbf{p} \|^2)}{g^2 + \| \delta \mathbf{p} \|^2} \quad (122a)
\]

\[
\delta \mathbf{p} = g^{-1}(a + \delta q_4)\delta \mathbf{p} 
\]  \hfill (122b)

A common sensor that measures the angular rate is a rate-integrating gyroscope as described in the previous section. In the standard EKF filter formulation, given a post-update estimate \( \hat{\beta}_k^+ \), the post-update angular velocity of the target or chaser and its propagated gyro bias are

\[
\hat{\omega}_k^+ = \hat{\omega}_k - \hat{\beta}_k^+ \quad (123a)
\]

\[
\hat{\beta}_{k+1} = \hat{\beta}_k \quad (123b)
\]

In general, a UKF filter cannot be implemented directly with the equations in Section 6.1.2 because of the violation of the unit quaternion constraint. The difficulty with computing the means of a set of sigma points lies in the fact that the rotation represented by the quaternion does not belong to a vector space, but lies on a nonlinear manifold. Further, the quaternion is constrained to the three-dimensional unit sphere of a four-dimensional Euclidian space. The quaternion predicted mean using Eq. (54) is not
guaranteed to maintain a unit quaternion because the quaternion is not mathematically closed for addition and scalar multiplication. This limitation makes the straightforward implementation of the UKF filter with quaternions undesirable. On the other hand, an EKF filter can be designed using this approach in which the quaternion normalization is performed by “brute force.” To use the UKF filter, an unconstrained three component vector is used to represent an attitude error quaternion. First, the state vector is defined as

\[ \chi_k(0) = \hat{x}_k = \begin{bmatrix} \delta \hat{p}_k^+ \\ \hat{\beta}_{ek}^+ \\ \hat{\beta}_{dk}^+ \end{bmatrix} \]  

(124)

where \( \delta \hat{p}_k^+ \) is the updated vector of generalized Rodrigues parameters, and \( \hat{\beta}_{ek}^+ \) and \( \hat{\beta}_{dk}^+ \) are the updated gyro bias of the target and the chaser spacecraft, respectively. Using Eq. (121), the nominal quaternion is propagated and updated. The overall covariance is a 9 x 9 matrix, and this three-dimensional representation is unconstrained. The use of Eq. (51) causes no difficulty, providing an attractive method of attitude representation. First, the vector \( \chi_k(i) \) in Eq. (47) is partitioned into

\[ \chi_k(i) = \begin{bmatrix} \chi_k^{\beta}(i) \\ \chi_k^{\beta t}(i) \\ \chi_k^{\beta c}(i) \end{bmatrix}, \quad i = 0, 1, \ldots, 18 \]  

(125)

where \( \chi_k^{\beta} \) is the attitude-error, \( \chi_k^{\beta t}(i) \) is the target gyro bias and \( \chi_k^{\beta c}(i) \) is the chaser gyro bias. Since the unit quaternion is not closed for addition and subtraction, the transformed sigma points of the quaternion are not simply constructed but are computed using Eq. (126), while the sigma points for the gyro bias calculated by Eq. (47). Rather, the transformed sigma points of the quaternion are also quaternions satisfying the normalization constraints and should be scattered around the current quaternion estimate on the unit sphere. Therefore, the transformed quaternion sigma points are generated by
multiplying an error quaternion by the current estimate. To generate quaternion samples evenly on the unit sphere around the current quaternion estimate, both the error quaternion and the inverse of the quaternion $\hat{q}_{i,k}^+$ and $(\hat{q}_{i,k}^+)^{-1}$ are used. The sigma point quaternions are then computed using

$$\chi_{0,k}^q = \hat{q}_k^+$$  \hspace{1cm} (126a)
$$\chi_{i,k}^q = \hat{q}_k^+ \otimes \hat{q}_k^+ \quad \text{for} \quad i=1,\ldots,9$$  \hspace{1cm} (126b)
$$\chi_{0,k}^q = (\hat{q}_{i,k}^+)^{-1} \otimes \hat{q}_k^+ \quad \text{for} \quad i=10,\ldots,18$$  \hspace{1cm} (126c)

where $\delta q_k^+(i) = \left[ \delta p_k^{+T} \quad \delta q_{4,k}^+(i) \right]^T$ is represented by Eq. (38) as

$$\hat{\delta} q_{4,k}^+(i) = \frac{-a\left\| \hat{\chi}_{k}^{\phi} (i) \right\|^2 + g\sqrt{g^2 + (1-a^2)\left\| \hat{\chi}_{k}^{\phi} (i) \right\|^2}}{g^2 + \left\| \hat{\chi}_{k}^{\phi} (i) \right\|^2} \quad \text{for} \quad i = 1,2,\ldots,18$$  \hspace{1cm} (127a)

$$\hat{\phi}_k^+(i) = g^{-1} \left[ a + \hat{\delta} q_{4,k}^+(i) \right] \hat{\chi}_{k}^{\phi} (i) \quad \text{for} \quad i = 1,2,\ldots,18$$  \hspace{1cm} (127b)

Eq. (126a) clearly requires that $\chi_{k}^{\phi}(0)$ be zero since the attitude error is reset to zero after the update, which moves information from one part of the estimate to another part. For the definition of sigma points, the gyro bias part of the target and the chaser from $\sqrt{P_k + Q_k}$ in Eq. (49) are denoted as $\varepsilon_r^t_k$ and $\varepsilon_r^c_k$, respectively. The sigma points corresponding to the quaternion actually depend on the quaternion itself regardless of the target and the chaser bias. All sigma points are constructed as

$$\chi_k(i) = \begin{bmatrix} \hat{q}_k^{\phi} (i) \\ \hat{\chi}_k^{\phi} (i) \\ \hat{\chi}_k^{\beta_t} (i) \\ \hat{\chi}_k^{\beta_c} (i) \end{bmatrix} = \begin{bmatrix} \hat{q}_k^+ \\ \hat{q}_k^+ \otimes \hat{q}_k^+ \\ \hat{p}_k^+ + \varepsilon_r^t_k \\ \hat{p}_k^+ + \varepsilon_r^c_k \end{bmatrix}$$  \hspace{1cm} (128)
Now these transformed quaternions are propagated forward to $k+1$ by Eq. (129) as

$$q_{k+1}(i) = \overline{Q} \left( \bar{\omega}_{ck} \right) \bar{T} \left( \bar{\omega}_{ik} \right) q_k(i) \quad i = 0, 1, \ldots, 18$$

where the estimated angular velocities of the target and the chaser are given by Eq. (130) as

$$\hat{\omega}_{tk}^+(i) = \hat{\omega}_{tk}(i) - \chi_k^\beta_t(i) \quad i = 0, 1, \ldots, 18$$

$$\hat{\omega}_{ck}^+(i) = \hat{\omega}_{ck}(i) - \chi_k^\beta_c(i) \quad i = 0, 1, \ldots, 18$$

Note that $\chi_k^\beta_t(0)$ is the zero$^0$-bias sigma point given by the current estimates $\chi_k^\beta_t(0) = \hat{p}_c^+$, $\chi_k^\beta_c(0) = \hat{p}_d^+$. The propagated quaternion is computed using

$$\delta\tilde{q}_{ik} = \delta\tilde{q}_{ik} \otimes \left[ \hat{q}_k(0) \right]^{-1}, \quad i = 0, 1, \ldots, 18$$

Note that $\hat{q}_k(0)$ is the identity quaternion. Finally, the propagated sigma points can be computed using the representation in Eq. (118) as

$$\chi_{k+1}^\phi(0) = 0_{3x1}$$

$$\chi_{k+1}^\phi(i) = g \frac{\delta p_{k+1}^- (i)}{a + \delta q_{4,i}^- (i)}, \quad i = 0, 1, \ldots, 18$$

with $\left[ \delta p_{k+1}^- (i) \quad \delta q_{4,i}^- (i) \right] = \delta q_{k+1}^- (i)$. Furthermore, from Eq. 41(b)

$$\chi_{k+1}^{\beta_t}(i) = \chi_k^{\beta_t}(i), \quad i = 0, 1, \ldots, 18$$

$$\chi_{k+1}^{\beta_c}(i) = \chi_k^{\beta_c}(i), \quad i = 0, 1, \ldots, 18$$
The predicted mean and covariance can now be computed using Eqs. (51) and (53). The output covariance, innovation covariance and cross-correlation matrices are computed using Eqs. (52), (55), and (56). Next, the state vector and covariance are updated using Eqs. (59) and (60) with  \( \hat{x}_{k+1} = \begin{bmatrix} \delta p_k^T \\ \beta_{k}^T \\ \beta_{c_k}^T \end{bmatrix} \). The quaternion is then updated using

\[
\hat{q}_{k+1}^+ = \delta q_{k+1}^+ \otimes \hat{q}_{k+1}^- (0)
\]  

Note that \( \delta q_{k+1}^+ = \begin{bmatrix} \delta p_{k+1}^T \\ \delta q_{4_{k+1}}^+ \end{bmatrix} \) is represented by Eq. (122) as

\[
\delta q_{4_{k+1}}^+ = -a \frac{\delta \hat{p}_{k+1}^+}{2} + g \frac{g^2 + (1 - a^2) \| \delta \hat{p}_{k+1}^+ \|^2}{g^2 + \| \delta \hat{p}_{k+1}^+ \|^2} \quad (131a)
\]

\[
\delta p_{k+1}^+ = g^{-1}(a + \delta q_{4_{k+1}}^+) \delta \hat{p} \quad (131b)
\]

Finally, \( \delta \hat{p}_{k+1}^+ \) is reset to zero for the next propagation. The relative position and velocity estimation can be augmented and estimated with the relative attitude estimation by the previously described in the section 6.4.2. The UKF algorithm is then designed using Table 6.2.

### 6.6. SIMULATION RESULTS AND ANALYSIS

This section shows simulation results and analysis for bounded relative motion and rendezvous maneuver when using the UKF filter separately from the GNC system.

#### 6.6.1. Bounded Relative Motion

In this section several performance comparisons are made between UKF and EKF approaches through simulated examples using STK for realistic relative navigation between the target and the chaser. For this simulation, a bounded relative motion constraint is applied using Eq. (5). The ground tracks and orbits of the two spacecraft appear almost identical. The scenario begins at perigee of the target and proceeds over ten hours of bounded relative motion. The ground
tracks and orbits of both the target and the chaser are illustrated in Figures 6.4 and 6.5. The initial condition for the vector $\mathbf{X}$ in appropriate units of meters, meters per second, radians and radians per second is given by

$$
\begin{bmatrix}
200 & 200 & 100 & 0.01 & -0.45723 & 0.01 & 6.7317488 \times 10^6 & 0 & 0 & 0.0011437
\end{bmatrix}^T
$$

(132)

The simulation time for the relative motion between the two spacecraft is 600 minutes, and the step size is 10 seconds. The orbit period of the target is nearly 92 minutes. For the

Figure 6.4. Ground Tracks of Target and Chaser.

Figure 6.5. Orbits of Target and Chaser.
entire simulation, the true relative attitude is simulated by propagating Eq. (118) using an
initial quaternion given by
\[ q_{rel}(t_0) = \begin{bmatrix} \sqrt{2}/2 & 0 & 0 & \sqrt{2}/2 \end{bmatrix}^T \]
and angular velocities given by
\[ \omega_r = [0 \ 0.0011 \ -0.0011] \text{ rad/sec} \]
and
\[ \omega_c = [-0.002 \ 0 \ 0.0011] \text{ rad/sec}. \]
Six beacons are assumed to be located on the target, and their configuration is shown in
Figure 6.6. Six beacons are assumed to be visible to the PSD on the chaser throughout the
entire simulation. Simulated VISNAV observations are generated using Eq. (100) with a
standard observation deviation of 0.0005 degrees. Each individual covariance sub-matrix
for attitude, gyro biases, position and velocity is assumed to be isotropic, a diagonal
matrix with equal elements. To validate the estimated relative position and velocity, a
simulation truth model is generated with Eq. (3) adding acceleration disturbances to the
right side, which are modeled as zero-mean Gaussian white-noise process. However, this
model may not be sufficiently realistic. To address this issue, a high-fidelity propagator
may be used instead to generate “true” spacecraft ephemerides. For a more realistic
validation, both spacecraft are modeled with HPOP of STK [72] using the force model in
Table 6.6. The simulated truth model is computed using Eq. (4.8).

Figure 6.6. Beacons Configuration in the CW Frame.
Table 6.6. Inertial Propagation Force Model.

<table>
<thead>
<tr>
<th>HPOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravity Field Degree and Order (70×70)</td>
</tr>
<tr>
<td>Atmospheric Drag</td>
</tr>
<tr>
<td>Solar Radiation Drag</td>
</tr>
<tr>
<td>Third Body Gravity (Moon and Sun)</td>
</tr>
</tbody>
</table>

The first simulations with both the UKF and the EKF filters are performed under ideal conditions, i.e. with no initial attitude errors, initial bias estimates set to zero and no initial position and velocity errors. The initial attitude covariance is set to $P_{att} = I_{3×3} (\text{deg})^2$, and the initial target and chaser gyro bias covariance are each set to $P_{bias} = 4I_{3×3} (\text{deg/hr})^2$, the initial position covariance is set to $P_{pos} = 5I_{3×3} \text{m}^2$ and the initial velocity covariance is set to $P_{vel} = 0.02I_{3×3} (\text{m/s})^2$. The initial variance for the target position is set to 1,000 m$^2$ and the velocity variance is set to 0.01 (m/s)$^2$. The initial variance for the true anomaly is set to $1 \times 10^{-4} (\text{rad})^2$, and the rate variance is set to $1 \times 10^{-4} (\text{rad/sec})^2$. The gyroscope and LOS measurements are both sampled at 10 sec intervals for 600 minutes. Also, $a = 1$ with $g = 4$, which gives four times the vector of MRPs for the error representation, and $\lambda = 1$ is chosen for these simulations. Figures 6.7 and 6.8 show that the target and chaser biases are estimated accurately. Figures 6.9 and 6.10 show the attitude errors and respective $3\sigma$ bounds derived from the UKF and the EKF filters. Figure 6.11 shows that the attitude norm errors are less than $10^{-1} \text{deg}$. Figure 6.12, the estimated relative orbit, shows that the error is bounded by less than ±0.5 m in three-dimensional space.
Figure 6.7. Target Gyro Bias Estimate.

Figure 6.8. Chaser Gyro Bias Estimate.
Figure 6.9. Attitude Errors and $3\sigma$ Bounds by EKF Filter.

Figure 6.10. Attitude Errors and $3\sigma$ Bounds by UKF Filter.
Figures 6.11 and 6.12 show the errors in relative position and velocity. There is no significant difference between the UKF and the EKF filters under this ideal condition. These results indicate that there are no advantages to the UKF filter in this case.
In the second simulation, errors of -10° in yaw, -15° in pitch and -25° in roll are added to the initial condition attitude estimate, with the bias estimate set to zero. The initial attitude covariance is set to (20 deg)², and the initial bias covariance is unchanged. Whereas the EKF filter never converges, the UKF filter converges to a value below 0.3
degree before one period of the target as shown in Figures 6.15 and 6.16. The attitude error norms using the EKF filter are too large.

![Figure 6.15. Attitude Error Norms.](image)

![Figure 6.16. Attitude Errors and 3σ Bounds by UKF Filter.](image)

In the third simulation, with initial biases set to zero, the initial attitude error is set back to zero. Errors of (10 m, -10 m and 10 m) are made in the initial relative position
and errors of (0.5 m/s, 0.5 m/s and 0.5 m/s) are made to the relative initial velocity. As in the second simulation, the EKF filter never converges to a value below 0.1 degree as shown in Figure 6.17, whereas the UKF filter converges to a value below 0.2 degree from the beginning as shown in Figure 6.18.

Figure 6.17. Attitude Error Norms.

Figure 6.18. Attitude Errors and 3 $\sigma$ Bounds by UKF Filter.
The fourth simulation portrays the most realistic situation. All initial attitude, bias, position, and velocity errors are considered together as in the second and the third simulations. Estimation performance deterioration of the EKF filter is observed throughout the simulation, whereas the UKF filter converges as shown in Figures 6.19 and 6.20. In all these simulations, the UKF filter demonstrates its robustness under the initial error conditions.

Figure 6.19. Attitude Error Norms.

Figure 6.20. Attitude Errors and 3σ Bounds by UKF Filter.
6.6.2. **Rendezvous Maneuver.** Finally, this study tested a linear impulsive rendezvous maneuver [60]. The linear impulse rendezvous was performed at perigee of the chaser’s orbit in order to effect rendezvous of the chaser with the target. The final relative velocity, of course, was required to be zero. The intercept was achieved at thirty minutes into the rendezvous transfer. This linear impulse rendezvous scenario was based on the CLJ transition matrix developed for an elliptical orbit [101]. The CLJ transition matrix is significantly more effective than the CW transition matrix in the generation of a reference trajectory for large elliptical orbits. Since the eccentricity of the target is very close to zero, the effect of using the CLJ transition matrix instead of the CW transition matrix is not significant. To facilitate extension of the rendezvous maneuver to an elliptical orbit, however, the CLJ transition matrix transition matrix was adopted here. The terminal time required to accomplish the linear impulse rendezvous is another important factor in this scenario. As the terminal time increases, the miss distance increases. Typically, rendezvous and docking maneuvers occur over one or two orbits, however, 30 minutes of terminal time was used in this scenario (close to one third of the target period in order to reduce the miss distance). The step size used in the rendezvous simulations is one second in contrast to the ten second step size used in bounded relative motion. First, the relative position and velocity for the intercept is calculated using the CLJ transition matrix at perigee of the chaser. The position and velocity are then substituted into Eq. (3), adding the Gaussian random noise with the spectral densities $\sqrt{10 \times 10^{-7}} \text{m/(s}\sqrt{s}$. Next, the relative attitude estimation, and the relative position and velocity estimations over the rendezvous sequence are tested and compared using both the UKF and the EKF filters under two simulation conditions.

The first simulation condition is the ideal condition adopted as the first case in Section A. Even under this ideal condition, the EKF filter did not converge from the beginning; rather, it converged near the terminal time shown in Figures 6.21, 6.22 and 6.23. The EKF filter shows deterioration of the sensitive estimations even under small initial bias errors. Figure 6.24 compares the rendezvous maneuver trajectory with respect to the true trajectory.
Figure 6.21. Attitude Error Norms.

Figure 6.22. Relative Position Errors.
The second simulation condition is the most realistic; it was adopted from the fourth case in Section A. Figure 6.25 shows that the EKF filter never converged in attitude estimation, whereas the UKF filter converged from the beginning and estimated attitude more precisely as the chaser approached the target. Figures 6.26 and 6.27 show the relative position and velocity using the UKF filter only, and with similarity to Figure
6.26 shows that they are more accurately estimated near the terminal time. This is because the observations using the VISNAV system improve as the two spacecraft draw closer. Figure 6.26 shows that, unlike when using the UKF filter, the EKF filter-generated trajectory is significantly different from the true trajectory. The VISNAV-based state estimation using the UKF filter clearly demonstrates the robustness of the UKF filter under realistic initial conditions when applied to a rendezvous maneuver.

![Figure 6.25. Attitude Error Norms.](image1)

![Figure 6.26. Relative Position Errors.](image2)
6.7. CONCLUSION

This work investigated a new approach to spacecraft relative attitude estimation and navigation based on use of the UKF filter, and evaluated the performance for bounded relative motion and rendezvous maneuvering. Since straightforward implementation of the UKF filter using quaternion kinematics does not maintain a unit
quaternion constraint, the quaternion was represented by a three-dimensional vector of generalized Rodrigues parameters. For the estimation of attitude information along with the relative position and velocity, the error-state vector was combined. The simulation results for the UKF filter are compared with those for the EKF filter. The UKF filter demonstrated its robustness and showed improved estimation results under realistic initial conditions with the initial errors. The states estimated by the UKF filter converged more quickly and precisely with the initial error conditions. The estimated relative position and velocity were validated by comparing them with the state computed from the two orbits generated by HPOP in STK. For the rendezvous maneuver, the reference trajectory was generated using the linear impulsive rendezvous based on the CLJ transition matrix, which is more effective in an elliptical orbit. This research shows that the suggested VISNAV system with the UKF filter provides precise relative attitude, and relative position and velocity under initial error conditions for bounded relative motion and rendezvous maneuvering.
7. CONTROL FUNCTION

In this section, three optimal control techniques are used for translational and rotational maneuvering. An SDRE tracking control for nonlinear relative dynamics and an LQT controller with free-final state for linear relative dynamics are both derived for translational maneuvering. An LQG-type controller is derived for rotational maneuvering. By using thrusters for translational and rotational control, both can be uncoupled to a high degree of approximation. However, a disturbance torque generated by thruster firing is considered as an unmodeled disturbance torque. The two controllers have different purposes but are executed simultaneously. The desired effect of the two controllers is illustrated in Figure 7.1.

Figure 7.1. Desired Control Effect.

7.1. SDRE TRACKING FORMULATION FOR TRANSLATIONAL MOTION

Cloutier [68], [69] proposed the SDRE method [67-72], [77-81] for the first time for a nonlinear optimal regulation problem occurring in a broad class of nonlinear systems. An extended linearization, also known as state-dependent coefficient (SDC)
parameterization, is the process of factorizing a nonlinear system into a linear-like structure containing the SDC form. Motivated by the LQR method [71], [72], which is characterized by the solution to the algebraic Riccati equation (ARE), SDRE feedback control is an extended linearization control method that provides an approach similar to that of a nonlinear regulation problem. In a deterministic, infinite-horizon nonlinear optimal regulation problem in which the system is full-state observable, autonomous, and nonlinear in the state, a control law \( \mathbf{u}(\mathbf{x}) \) can be found to minimize the performance index. For reference trajectory tracking, the regulator problem must be recast as a tracking problem. The goal is to drive the error between the reference and the output to zero with minimum control energy. The tracking problem is then formulated by this performance index as

\[
J = \frac{1}{2} \int_{0}^{\infty} \left( \mathbf{x}(t)^T - \hat{\mathbf{x}}(t) \right) Q(\mathbf{x}) \left( \mathbf{x}(t)^T - \hat{\mathbf{x}}(t) \right) + \mathbf{u}(\mathbf{x}) R(\mathbf{x}) \mathbf{u}(\mathbf{x}) dt
\]

(133)

\[
\dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}) + B(\mathbf{x}) \mathbf{u}(\mathbf{x})
\]

(134a)

\[
\mathbf{f}(\mathbf{x}) = A(\mathbf{x}) \mathbf{x}
\]

(134b)

where \( \mathbf{x}_r(t) \) is the reference or desired state vector provided by the guidance scheme based on the CW state transition matrix [61-62] and the straight line V-bar approach [63]. The matrix \( Q(\mathbf{x}) \) is real symmetric positive semi-definite and \( R(\mathbf{x}) \) is a real symmetric positive definite matrix. If \( \mathbf{f}(\mathbf{x}) \) is a continuously differentiable function of \( \mathbf{x} \), there is an infinite number of ways to factor \( \mathbf{f}(\mathbf{x}) \) into \( A(\mathbf{x}) \mathbf{x} \). For a valid solution to the SDRE, the pair \( \{ A(\mathbf{x}), B(\mathbf{x}) \} \) must be pointwise stabilizable in the linear sense for all \( \mathbf{x} \) in the domain of interest. In order to perform tracking, the SDRE controller can be implemented as an integral servomechanism as demonstrated in Cloutier and Stansbery [68], [69]. However, this work adopts the approach that does not require increasing the state dimension. The SDRE approach for obtaining a suboptimal solution to the nonlinear problem can be summarized with the following steps:

i) Use the direct parameter method to bring the nonlinear equation into SDC form as in Eq. (134);
ii) Solve the SDRE
\[ P(x)A(x) + A^T(x)P(x) - P(x)B(x)R^{-1}(x)B^T(t)P(x) + Q = 0 \] (135)

iii) Construct the nonlinear feedback controller equation
\[ u(x) = -R^{-1}(x)B^T(x)P(x)[x(t) - x_r(t)] \] (136)

iv) The resulting SDRE controlled trajectory becomes the solution of the quasi-linear closed-loop dynamics
\[ \dot{x}(t) = A(x)(t) - B(x)R^{-1}(x)B^T(x)P(x)[x(t) - x_r(t)] \] (137)

such that the state-feedback gain for minimizing Eq. (21) is
\[ K(x) = R^{-1}(x)B^T(x)P(x) \] (138)

The spacecraft translational maneuvering is accomplished through the use of the control force \( F_s \in \mathbb{R}^3 \). The nonlinear equations of the spacecraft dynamics in Eq. (9) are written in state-space form in the form of Eq. (134a) to give

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{bmatrix} =
\begin{bmatrix}
\frac{x}{r_c} + \frac{\mu}{r_c^3}(r_c + x) + \Delta a_x \\
\frac{y}{r_c} + \frac{\mu}{r_c^3}y + \Delta a_y \\
\frac{z}{r_d} + \Delta a_z \\
2f\left(y - \frac{\dot{r_c}}{r_c}\right) + xj^2 - \frac{\mu}{r_c^3}(r_c + x) + \Delta a_x \\
-2f\left(x - \frac{\dot{r_c}}{r_c}\right) + yj^2 - \frac{\mu}{r_c^3}y + \Delta a_y \\
-\frac{\mu}{r_d^3}z + \Delta a_z
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{m(t)} & 0 & 0 \\
0 & \frac{1}{m(t)} & 0 \\
0 & 0 & \frac{1}{m(t)}
\end{bmatrix}
\begin{bmatrix}
u(x)
\end{bmatrix} \quad (139)
\]

Through the SDC parameterization, the nonlinear equations are transformed to the linear-like state-space form in Eq. (134.b). The system matrix \( A(x) \) is then
\[ A(x) = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\left( j^2 \frac{\mu}{r_d^3} + \frac{\mu}{r_c^3} + \Delta a(1) / x \right) & \left( -2 j \frac{\dot{r}_c}{r_c} \right) & 0 & (2 \dot{f}) & 0 & 0 \\
\left( 2 j \frac{\dot{r}_c}{r_c} + \Delta a(2) / x \right) & \left( j^2 \frac{\mu}{r_d^3} \right) & 0 & (-2 \dot{f}) & 0 & 0 \\
0 & 0 & \left( \frac{\mu}{r_d^3} \right) & 0 & 0 & 0 \\
\end{bmatrix} \tag{140} \]

where the denominator \( x \) must not be allowed to go to zero to avoid a singularity. The control distribution matrix is

\[ B(x) = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{m(t)} & 0 & 0 \\
0 & \frac{1}{m(t)} & 0 \\
0 & 0 & \frac{1}{m(t)} \\
\end{bmatrix} \tag{141} \]

The state weight matrix for the performance index in Eq. (133) is given by

\[ Q = 10^4 \times \begin{bmatrix}
I_{3\times3} & \theta_{3\times3} \\
\theta_{3\times3} & I_{3\times3} \\
\end{bmatrix} \tag{142} \]

The control weight matrix is given by

\[ R = 10 \times \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix} \tag{143} \]
The SDRE controller may not achieve the desired tracking error that is required at the final approach with the properly chosen initial weight matrices without causing the thruster saturation. If larger $Q$ and smaller $R$ weight matrices are chosen at the initial time, the controller may become saturated, resulting in control commands that cannot be executed by the thruster. To achieve the desired tracking error without thruster saturation occurring during the steady state or final approach phases, the weight matrices need to be adjusted from the initial weight matrices. When the weight matrices are adjusted at steady state, the control forces are modified and the tracking is then reduced to the desired value without thruster saturation. This adjustment of the weight matrices is very important in order to generate suitable control forces. When the weight matrices are adjusted, the adjusted $Q$ weight matrix is then 1000 times the original $Q$ weight matrix and the adjusted $R$ weight matrix is $1/100$ times the original $R$ weight matrix. The implementation of the closed-loop optimal control for the SDRE tracking approach is shown in Figure 7.2. This control process is performed in real time.

![Figure 7.2. Implementation of the Closed-Loop Optimal Control.](image)
7.2. LINEAR QUADRATIC TRACKING FORMULATION FOR TRANSLATIONAL MOTION

Tracking systems are required to track a desired trajectory in some optimal sense. Linear quadratic tracking (LQT) control with free-final state is developed to maintain the desired output with minimum control acceleration. A linear, observable system is given as

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t) \quad (144.a)
\]

\[
y(t) = C(t)x(t) \quad (144.b)
\]

where \( x(t) \) is the \( n^{th} \) order state vector, \( u(t) \) is the \( r^{th} \) order control, and \( y(t) \) is the \( m^{th} \) order output vector. The error vector becomes

\[
e(t) = x_r(t) - y(t) \quad (145)
\]

The objective is to control the system in Eq. (145) such that the output \( y(t) \) tracks the reference state \( x_r(t) \) as closely as possible during the interval \([t_0, t_f]\) with minimum control effort with the chosen quadratic performance index as

\[
J = \frac{1}{2} \left[ e(t_f)^T F(t_f) e(t_f) \right] + \frac{1}{2} \int_{t_0}^{t_f} \left[ e(t)^T Q(t) e(t) + u(t)^T R(t) u(t) \right] dt \quad (146)
\]

and the boundary conditions defined as \( x(t_0) = x_0 \) and free \( x(t_f) \). The weight matrices, \( F(t_f) \) and \( Q(t) \) are symmetric positive semi-definite matrices, and \( R(t) \) is a symmetric positive definite matrix. When \( F(t_f) \) becomes large, a free final state becomes like a fixed final state. The optimal control law consists of the sum of two components given by

\[
\begin{align*}
    u(t) &= -R^{-1}(t)B^T(t) \left[ P(t)x(t) - g(t) \right] \\
    &= -K(t)x(t) + R^{-1}(t)B^T g(t) 
\end{align*}
\quad (147)
\]
where the \( n \times n \) symmetric, positive definite matrix \( P(t) \) is the solution of the nonlinear, matrix differential Riccati equation (DRE) [71], [72], and the first term is a full-state feedback with Kalman gain. Thus

\[
\dot{P}(t) = -P(t)A(t) - A(t)P(t) + P(t)B(t)R^{-1}(t)B^T(t) + R^{-1}(t)B^T(t)g(t)
\]

with the final condition

\[
P(t_f) = C(t_f)F(t_f)C(t_f)
\]

The \( n \) vector \( g(t) \) is the solution of the linear, nonhomogeneous vector differential equation

\[
\dot{g}(t) = -\left[A(t) - B(t)R^{-1}(t)B^T(t)P(t)\right]g(t) - C^T(t)Q(t)
\]

with the final condition

\[
g(t_f) = C(t_f)F(t_f)x_r(t_f)
\]

Whereas the SDRE equation is solved on-line, the DRE and the nonhomogeneous vector differential equations are solved off-line before control is performed. The optimal state is the solution of the linear state equation

\[
\dot{x}(t) = \left[A(t) - B(t)K(t)\right]x(t) + B(t)R^{-1}(t)g(t)
\]

The spacecraft translational maneuver is performed through the use of the control force \( F_s \in \mathbb{R}^3 \). When the linearized equations of the spacecraft dynamics in Eq. (3) are adopted, the time varying system matrix \( A(t) \) becomes
The applied weight matrices $Q(t)$ and $R(t)$ in Eq. (146) are equal to the matrices in Eqs. 142 and 143. The weight matrix for the final state $F(t_f)$ is given by a relatively larger value than the value of $Q(t)$ to achieve the effect of the fixed-final state control.

$$F(t_f) = 10^9 \times \begin{bmatrix} I_{3x3} & 0_{3x3} \\ 0_{3x3} & I_{3x3} \end{bmatrix}$$ (154)
7.3. LINEAR QUADRATIC GAUSSIAN-TYPE CONTROL FORMULATION FOR TRANSLATIONAL MANEUVERS

The SDRE controller incorporates the EKF filter for relative position and velocity estimation, and guidance for the reference state. The SDRE controller is then transformed into an LQG-type controller [71-73]. Guidance, navigation and control functions are integrated into a feedback closed-loop system. This system becomes a key component of the integrated GNC system. The controller equations in Eqs. (136) and (138) are modified to

\[ u(x) = -K(x)[\hat{x}(t) - x_r(t)] \]  \hspace{1cm} (155)

where the controlled state \( x(t) \) is replaced by the estimated state \( \hat{x}(t) \) and \( K(x)x_r(t) \) is the feed-forward term. The optimal solution with the partial state information is given by using the SDC form of the state equation in Eq. (134). For a valid replacement, the separation principle must be met. Since the SDRE controller is in a linear-like structure, and is controllable and observable, it meets the condition for the separation principle. This validates the design for LQG-type controller. A block diagram of the LQG-type control is shown in Figure 7.4 The control commands for the translational maneuverings are then determined autonomously on the basis of the state estimation by the navigation function and predefined reference state by the guidance function.

![Figure 7.4. Linear Quadratic Gaussian-Type Controller.](image-url)
7.4. LINEAR QUADRATIC GAUSSIAN-BASED CONTROL FORMULATION FOR ROTATIONAL MANEUVER

This section describes some properties of quaternions that make it possible to realize an exact linearization of the error dynamics formulation. An LQR approach with linearized dynamics developed by Paielli and Bach [75], [76] presents an optimal control design that provides linearized closed-loop error dynamics for tracking a desired quaternion. This study adopts this linearized equation to take advantage of the simplified equation of motion used to determine the precise attitude control. The control law formulation using LQR is combined with the EKF filter for the rotational maneuvers, which leads to an LQG-type controller which was used for controlling the translational motion. The chaser body-fixed frame must coincide with the target body-fixed frame at the moment of docking. The goal is to drive the state to zero with minimum control acceleration. The regulator problem is then formulated with the performance index

\[
J = \frac{1}{2} \int_0^\infty \left[ x^T(t)Q_{\text{rotation}}(t)x(t) + u^T(t)R_{\text{rotation}}(t)u(t) \right] dt
\]

The kinematic equation for the desired or reference quaternion \( \mathbf{q}_d \) is given by

\[
\dot{\mathbf{q}}_d = \frac{1}{2} \Xi(\mathbf{q}_d)\mathbf{\omega}_d
\]

where \( \mathbf{\omega}_d \) is the desired angular velocity vector and \( \mathbf{q}_d \) is assumed to be provided by the target onboard navigation. The error quaternion is defined as

\[
\delta \mathbf{q} = \mathbf{q} \otimes \mathbf{q}_d^{-1}
\]

where the variable \( \mathbf{q} \) is equal to the chaser quaternion, \( \mathbf{q}_c \) in the previous section. Then, \( \delta \mathbf{p} \) and \( \delta \mathbf{q} \) can be shown to be given by
\[
\begin{align*}
\delta p &= \Xi(q_d)^T q 
&= (159a) \\
\delta q_4 &= q_d^T q 
&= (159b)
\end{align*}
\]

As the actual quaternion approaches the desired quaternion, \(\delta q\) approaches zero. Some properties of the quaternion error measure are described below, making it possible to develop an exact linearization of the error dynamics for either formulation. Assume that the closed-loop dynamics have the linear form [75], [76]

\[
\ddot{\delta p} + L_2 \dot{\delta p} + L_1 \delta p = 0
\]

(160)

where \(L_1\) and \(L_2\) are \(3 \times 3\) gain matrices. These matrices can be determined using an LQR approach

\[
\delta \dot{p} = u
\]

(161)

with

\[
u = -L \begin{bmatrix} \delta p \\ \delta \dot{p} \end{bmatrix}
\]

(162)

where \(L = [L_1 \quad L_2]\). The state space formulation of Eq. (160) is given by

\[
\dot{x}_{\text{rotational}} = \begin{bmatrix} 0_{3\times3} & I_{3\times3} \\ 0_{3\times3} & 0_{3\times3} \end{bmatrix} x_{\text{rotational}} + \begin{bmatrix} 0_{3\times3} \\ I_{3\times3} \end{bmatrix} u
\]

(163)

where \(x_{\text{rotational}} = \begin{bmatrix} \delta p^T \\ \delta \dot{p}^T \end{bmatrix}\). The notation \(x_{\text{rotational}}\) is used here differentiate from the state \(x\) used to describe translational maneuvers. The state weight matrix for the performance index in Eq. (156) is given by

\[
Q_{\text{rotation}} = 10^{-4} \begin{bmatrix} I_{3\times3} & 0_{3\times3} \\ 0_{3\times3} & I_{3\times3} \end{bmatrix}
\]

(164)
The control weight matrix is given by

\[
R_{\text{rotation}} = 10^4 \times \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\] (165)

Similarly to the way in which the weight matrices were adjusted at steady state for translational control, they are also adjusted at steady state to reduce the attitude tracking errors. The ARE is solved to compute a constant gain matrix. It is then required to find a control torque input \( T_u \) from Euler’s equations of motion using Eq. (24) that satisfies the linear form given in Eq. (166). Differentiating Eq. (159a) twice and then substituting into Eq. (160) gives

\[
\Xi^T (q_d) \ddot{q} + [2 \Xi^T (\dot{q}_d) + L_2 \Xi^T (q_d)] \dot{q} + [\Xi^T (\ddot{q}_d) + L_2 \Xi^T (\dot{q}_d) + L_2 \Xi^T (q_d)] q = 0
\] (166)

Taking the time derivative of Eq. (21) leads to

\[
\dot{q} = \frac{1}{2} \Xi(q) \dot{\omega} + \frac{1}{2} \Omega(\omega) q = \frac{1}{2} \Xi(q) \dot{\omega} - \frac{1}{4} \left( \omega^T \omega \right) q
\] (167)

where the identity \( \Omega^2(\omega) = -\left( \omega^T \omega \right) f_{4 \times 4} \) is used. An identical expression for the desired quaternion is also given as

\[
\dot{q}_d = \frac{1}{2} \Xi(q_d) \dot{\omega}_d + \frac{1}{2} \Omega(\omega) q_d = \frac{1}{2} \Xi(q_d) \dot{\omega}_d - \frac{1}{4} \left( \omega_d^T \omega_d \right) q_d
\] (168)

where \( \dot{\omega}_d \) can be derived from Euler’s equations of motion using Eq. (24) except for the unknown external disturbance torque \( T_d \). Substituting Eq. (24) into Eq. (168) gives
\[ \dot{q} = -\frac{1}{2} \Xi(q)J^{-1}(\omega \times J\omega) - \frac{1}{4} (\omega^T \omega)q + \frac{1}{2} \Xi(q)J^{-1}\left(T_g\right) + \frac{1}{2} \Xi(q)J^{-1}T_u \]  

(169)

Substituting Eq. (24) and Eq. (168) into Eq. (166), and solving for \( T_u \) yields \[57\]

\[ T_u = [\omega \times J\omega - T_g + 2J\Xi^T(q_d)\Xi(q)^{-1}]^{-1} \left[ \begin{array}{c} \frac{1}{4} (\omega^T \omega)\Xi^T(q_d) - \Xi^T(q_d)\Omega(\omega) \\ \Xi^T(q_d) - L_1\Xi^T(q_d) - L_2[\Xi^T(q_d)\Omega(\omega) + \Xi^T(q_d)] \end{array} \right] q \]  

(169)

The quaternion \( q \) in Eq. (169) is replaced by the estimated quaternion \( \hat{q} \) from the navigation process, and the control \( T_u \) becomes an LQG-type control.

### 7.5. NUMERICAL RESULTS AND ANALYSIS

This study tested the controllers developed here in a Shuttle-like scenario in which the proximity operations and docking historically have been performed by the crew in the manual phase flight segment as shown in Figure 7.5. A six degrees-of-freedom simulation and a passive target (e.g., the ISS) were created to demonstrate the performance of the controllers. The ultimate objective was to have the chaser (e.g., Shuttle) docking port approach the target docking port leading to soft docking with the desired attitude. There are two types of axis alignments during this phase. The first one is the same direction of axis alignment illustrated by Figure 7.5 (a) and (b). The second one is the +90 degree chaser pitch rotation illustrated by Figure 7.5(a) and (c). The target quaternions \( q \), were found through the use of the quaternion kinematic equations. The target angular velocity was assumed to be constant during the scenario. The target’s inertia matrix was assumed as \[63\]

\[ I_{\text{target}} = \begin{bmatrix} 128 \times 10^6 & 0 & 0 \\ 0 & 107 \times 10^6 & 0 \\ 0 & 0 & 201 \times 10^6 \end{bmatrix} \text{ kg\cdotm}^2 \]  

(170)
The chaser’s inertia matrix was also assumed constant and taken as [102].

\[
I_{\text{chaser}} = \begin{bmatrix}
1.091 \times 10^6 & -0.027 \times 10^6 & -0.008 \times 10^6 \\
-0.027 \times 10^6 & 8.287 \times 10^6 & -0.328 \times 10^6 \\
-0.008 \times 10^6 & -0.328 \times 10^6 & 8.646 \times 10^6
\end{bmatrix} \text{ kg} \cdot \text{m}^2 \quad (171)
\]

The chaser was initially located at the relative position \([609.6 \quad 213.36 \quad 0.1]\) m with a relative velocity \([0.01 \quad -0.43 \quad 0.01]\) m/s with respect to the target. The initial quaternion of the chaser was \([0.2473 \quad 0.4123 \quad 0.8651 \quad 0.1426]\) whose initial attitude was -30 degree of pitch rotated with respect to the CW frame of chaser. The gyro noise parameters were specified as \(\sigma_u = \sqrt{10} \times 10^{-10} \text{ rad/sec}^{3/2}\) and \(\sigma_v = \sqrt{10} \times 10^{-7} \text{ rad/sec}^{1/2}\) [66], [67]. The initial biases for each axis of gyros were 1 deg/hr [66]. The docking target location was given as \([27.30 \quad 12.71 \quad -2.74]\) m in the CW frame [59]. The crew’s manual flight segment was divided into six total stages of subsegments. The first two are the R-bar approach from the initial point; the third is the first stationkeeping location; the fourth is the V-bar approach; the fifth is the second stationkeeping location; and final subsegment is the straight line V-bar approach intended to accomplish soft docking. There are two stationkeeping staging modes used before entering the docking phase. The simulation lasted for 68 minutes from the proximity operations holding point to the target docking.
port with a 0.1 second of step size. Whereas the translational control is initialized according to each subsegment, attitude control is initialized twice to execute these axis alignments. Since the H-bar relative motion in this scenario was much smaller than R-bar and V-bar relative motions, a planar motion perspective is used to better illustrate the results. The translational maneuvering results were determined both by SDRE control and LQT control independently. The data were then plotted together from the holding point to the target docking port.

Figures 7.6 and 7.7 show proximity operation trajectories and out-of-plane motions for the entire simulation duration. Using the CW guidance scheme and final straight line approach guidance with subcentimeter per second velocity, the reference trajectories are autonomously commanded to the controllers.
Figure 7.7. Out-of-Plane Relative Motion.

The transfer time and the nominal trajectory for the R-bar relative motion was determined by the CW terminal guidance scheme [60-63]. Figure 7.8 shows the first R-bar relative motion for thirteen minutes. As soon as each subsegment was complete, the newly initialized control was applied sequentially to the next subsegment.

Figure 7.8. First R-Bar Approach.
For the second phase of the R-bar motion, the chaser spacecraft approached the line-of-sight (LOS) V-bar for ten minutes, shown in Figure 7.9.

![Figure 7.9. Second R-Bar Approach.](image)

After the second subsegment was completed, a stationkeeping maneuver was executed to ensure the LOS capture for five minutes by nullifying the arrival velocity generated by the CW terminal guidance, shown in Figure 7.10. After the second R-bar approach is over, the chaser needs to capture the LOS to the docking port during the stationkeeping lasting five minutes. The time for nullifying the arrival velocity was predetermined by the simulation test using the exponential braking law [63]. The five minutes is enough time to achieve capturing the LOS during the stationkeeping phase. During the stationkeeping phase at the LOS, the chaser prepares for the straight LOS final approach phase and additional control forces were generated so that the chaser would not drift freely. After the first stationkeeping maneuver was complete, a V-bar hopping approach along the LOS was executed for twenty five minutes, shown in Figure 7.11. The nominal V-bar hopping trajectory and the transfer time were also determined by the CW terminal guidance scheme which was very fuel efficient. The chaser then executed the second stationkeeping maneuver before the straight LOS final approach, shown in Figure 7.12,
for five minutes. Unlike the first stationkeeping maneuver, the chaser’s arrival velocity was opposite to that of the arrival velocity in the second R-bar maneuver. During the second stationkeeping maneuver, the chaser slows the arrival velocity, again captures the LOS to the docking port, and prepares for the straight LOS final approach.

Figure 7.10. First Stationkeeping Subsegment.

Figure 7.11. V-Bar Hopping Approach.
After the second stationkeeping phase was completed, the chaser spacecraft finally completes the straight line approach and docks with the target docking port, as shown in Figure 7.13. The straight line LOS final approach with very slow constant velocity was specified to ensure safety and avoid unacceptably high physical impact with the target.
This straight LOS final approach also requires a relatively larger control force than the control required by the CW guidance scheme.

According to the conditions for entering the docking phase [58] proposed for the Shuttle and the ISS, lateral docking tolerance is maximum of a 0.330 m (13 inches), lateral velocity tolerance is 0.0457 m/s (0.15 ft/s), and closing velocity tolerance is 0.0914 m/s (0.30 ft/s). It is especially important to consider the position tracking error errors and approach range rate to investigate these conditions. For an improved inspection of them, the figures of the final straight line V-bar approach for ten minutes were magnified. Whenever the initialized control force was applied according to the subsegment, the tracking error starting from the higher value gradually decreased. This tracking error variation is acceptable to successfully perform this scenario. As the translational control was stabilized, the controlled state tracked the reference state more accurately. The SDRE control could achieve this accuracy after the weight matrices were adjusted in the final approach phase. In other words, additional control forces had to be produced to reduce the tracking errors. However, the LQT control with free-final state could achieve very precise position tracking at the final time by the use of a large weight matrix, $F(t_f)$ for the final state in Eq. (154) with no changes in the other weight matrices.

By applying large weight matrix $F(t_f)$, the LQT control with free-final state could produce the result using the fixed-final state control [72]. Figure 7.14(a) shows position tracking error during the entire simulation. The approach trajectory using the SDRE control shows a constant straight-line trajectory whose error is less than 0.02 m, while the one using the LQT control with free-final state varied from about 0.14 m to $4 \times 10^{-3}$ m at the final time, as shown in Figure 7.14(b).
The approach range rate using SDRE control, shown in Figure 7.15(a), converged to 0.0077 m/s, whereas the approach range rate using LQT control with free-final state, as shown in Figure 7.15(b), dropped to 0.0049 m/s.

The control force histories produced by the two controllers are shown in Figure 7.16. The figure also shows that the additional control forces that resulted from the adjustment of the weight matrices in the SDRE controller increased impulsively before
the final straight line approach. Unless these additional control forces are commanded by the SDRE controller, the position tracking error goes up to about two meters in the final subsegment. The LQT control with free-final state shows that the chaser spacecraft more precisely approached each destination, shown in Figure 1.15 as S2, S3 and the docking port, than the SDRE controller did. The translational maneuvering by the SDRE controller based on the nonlinear system using the adjustment of the weight matrices at the straight LOS final approach could track the reference state provided by the straight-line guidance scheme and avoid thruster saturation. The tracking error was effectively reduced. Unlike LQT control with free-final state, the effects of relative perturbations were also considered in the SDRE approach in an attempt to control the translation more precisely. For precise translational maneuvering, the SDRE control based on the nonlinear system is preferable. As the control forces and torques are generated, the propellant mass is consumed, which changes the total mass and moment of inertia of the chaser. Figure 7.17 shows propellant mass consumption as a result of the applied control forces and control torques.

Figure 7.16. Control Force History.
This study assumed that the locations of all RCS thrusters are known so that the propellant consumption resulting from the control torques can be computed. The total consumed mass is the sum of the mass consumed by the control forces and the control torques. Because of the varying mass, the moment of inertia is not constant. The robustness of the rotational controller was evaluated considering the uncertainties of the moment of inertia. The uncertainty was quantified by adding thirty percent of initial moment of inertia to the initial value [103]. Moreover, external disturbances, which were not modeled in the controller, were added to the Euler rotational equation of the chaser in Eq. (24). All of the results to follow were compiled incorporating the moment of inertia uncertainty and the unmodeled external disturbances. The first rotational maneuver, illustrated by comparison of Figures 7.5(a) and 7.5(b), was executed to align the chaser body axis with the target body axis in the first segment. The second rotational maneuver, illustrated by comparing Figures 7.5(a) and 7.5(c), was performed up to the final subsegment after the first rotational maneuver was complete. Figure 7.18 shows that the chaser’s quaternion tracking response exhibits good attitude tracking during the entire simulation. To illustrate the geometry of the angular motion more clearly, the Euler angle
history of the reference and chaser expressed with the 3-2-1 rotation sequence of the chaser converted from quaternions is shown in Figure 7.19.

![Figure 7.18. Target and Chaser Quaternion Histories.](image)

![Figure 7.19. Euler Angle Histories.](image)

Figure 7.20 shows the Euler angle error history between the target and chaser spacecraft and both axis alignments that are composed of 30 and 90 degree of pitch rotations. The
target is orbiting a near-circular, near-circular $350 \times 450$ km altitude Earth-pointing orbit. The target angular rate can then be expressed as $\omega_t = [0 \ n \ 0]^T$ in the adopted body-frame where $n$ is the mean motion of the target. This attitude control can be achieved using the chaser’s precise attitude estimation using the sensors previously listed and the adjustment of weight matrices. The chaser spacecraft then maintains the desired attitude by using control torque continuously until the terminal time, leading to roll, pitch, and yaw errors of less than 0.1 deg. Figure 7.21 shows the nominal target angular rate that the chaser can track for the two different types of axis alignments which are illustrated in Figure 7.5. For efficient and quick axis alignment, the weight matrix was adjusted during the steady state interval as was done for the SDRE control. Even in the presence of unmodeled disturbance torques and the moment of inertia uncertainty, the controller could succeed in maintaining an acceptable attitude tracking error. The rotational maneuvers then met the alignment condition for the docking phase.

![Graph showing Euler Angle Error History](image_url)
The upper plot in Figure 7.22 shows the gravity-gradient torque history acting on the chaser and the lower plot shows the external disturbance torque history acting on the chaser simulated by white Gaussian-noise with mean $[10 \ 10 \ 10]^T$, both of which were added to Eq. (24).
Figure 7.23 shows the applied control torque history. Along with the two required attitude changes, the initial large disturbing control torques were applied and the response was then reduced to nearly zero.

**Figure 7.23. Control Torque History.**

### 7.6. CONCLUSION

This study designed a nonlinear SDRE control technique and an LQT control technique for translational maneuvering. The adopted SDRE control technique was designed for nonlinear relative motion dynamics, including Earth oblateness and aerodynamic drag perturbations. Through the SDC parameterization, a linear-like closed-form structure was achieved for the nonlinear system control problem. For the tracking command, the controller was designed without increasing the state dimension, unlike the SDRE integral servo controller. The tracking results using the SDRE control were successfully and efficiently obtained by adjusting the weight matrices at the steady state interval to avoid saturation. The LQT controller designed using the linearized system shows that the free-final state becomes the fixed final state when the weight matrix for the final state is large. This approach is very effective in meeting the final state required condition. The LQT controller results can be used as a guide in designing the SDRE
controller. However, for more precise control, the SDRE controller is preferable because the controller was designed using the nonlinear system including the relative perturbations.

An LQG-type control technique was designed for determining the rotational maneuvers of the chaser spacecraft. A combination of an LQR controller and EKF estimation using star trackers and three axis gyros formulates the LQG-type control technique. As the weight matrices adjustment was done for SDRE control, it was also done similarly for the LQG-type control to decrease the attitude tracking error to within the desired accuracy. An acceptable tracking error was also maintained even in the presence of disturbance torques by adjusting the weight matrices and by use of accurate state estimation using precision sensors. This LQG-type control is thus robust to external disturbance torques and to moment of inertia uncertainty. The Shuttle crew’s manual flight segment was chosen to demonstrate the autonomous control techniques. A six degrees-of freedom simulation demonstrated that the autonomous control techniques can successfully manage proximity operations and meet the conditions for docking. The control techniques can also be applied to other missions requiring autonomous proximity operations composed of many subphases including docking. For the execution of autonomous and precise proximity operations, including successful docking, integration with precise state estimation using accurate sensors is needed.
8. NUMERICAL RESULTS AND ANALYSIS

This chapter shows the numerical results and analysis when applying the integrated GNC system developed in this study to the new proximity operations strategy illustrated in Figure 2.1. The initial chaser (ATV) position is [0.2 -3500 0.1] m with respect to the docking port in the CW frame. The target principal moment of inertia [63] and the chaser moment of matrix [102] are given in Eq. (172), respectively. The chaser is equipped with 28 RCS thrusters for attitude control and rendezvous maneuvering. The initial mass [63] of the chaser in this scenario is assumed as 19,600 kg and is time varying as the propellant is consumed. The propellant mass consumption resulting from the control force/torque applications is assumed to be known. The simulation scenario is conducted autonomously in a predefined step-by-step manner, beginning at S2 which is 3.5 km away from the target docking port and continues until the docking port of the target is impacted. The GNC proximity operations manager provides commanding, data handling, and the management of the sequencing of all mission phases. The docking port location is assumed to have coordinates [-1.02 -20.0 0.0] m in the CW frame. The moments of inertia of both vehicles are assumed as

\[
I_t = 10^6 \begin{bmatrix}
128 & 0 & 0 \\
0 & 107 & 0 \\
0 & 0 & 201
\end{bmatrix} \text{ kg m}^2, \quad I_c = 10^6 \begin{bmatrix}
1.091 & -0.027 & -0.008 \\
-0.027 & 8.287 & -0.328 \\
-0.008 & -0.328 & 0.328
\end{bmatrix} \text{ kg m}^2 \tag{172}
\]

The initial relative position and velocity of the chaser in the CW frame shown Eq. (63) in units of meters and meter per second are given by

\[
X(t_0) = \begin{bmatrix}
-1.020 & -3532.0 & 0.1 & -0.01 & 0.4325 & 0.01
\end{bmatrix}^T \tag{173}
\]

The initial attitude of the chaser is rotated by 1 degree of roll, 5 degree pitch and 1 degree of yaw with respect to the CW frame of the target. Then initial roll, pitch, and yaw angles of the chaser with respect the inertial frame are given as
\( \phi = 175.21, \, \theta = -7.02, \, \text{and} \, \psi = 56.89 \) degrees in a body 3-2-1 sequence. The corresponding chaser quaternion is given by

\[
q_c(t_0) = \begin{bmatrix} 0.4628 & 0.3614 & 0.7716 & 0.2444 \end{bmatrix}^T
\] (174)

The simulation is performed for 91 minutes at a 0.01 second step size. The spectral densities of the process noise components added to the right-hand side of Eq. (13) to adopt as the truth model are each given by \( 10^{-7} \text{ m}/(\text{s} \sqrt{\text{s}}) \).

All of the results were compiled through simulation of the integrated GNC system and are plotted together. Figure 8.1(a) shows the overall approach trajectory from S2 to the target docking port, successfully tracking the desired nominal path of the V-bar hops (i.e., the series of three V-bar hops). In general, a distance between one and three kilometers is considered close-range rendezvous, which this study also considered. The chaser closing transfer phase was modified to three V-bar hops so that the RELAVIS scanning system would meet the FOV constraint. There are \( \pm 5 \) and \( \pm 10 \) degrees of approach corridors shown in Figure 8.1(b). It is very important to ensure that the approaching vehicle enter the approach corridor and pass through it without crossing its boundaries for proper alignment to the straight line final approach.

![Figure 8.1 (a). Approach Trajectories.](image-url)
The approach maneuvers in Figure 8.1(b) show that it safely entered the ±5 degrees approach corridor after performing the stationkeeping at S3. The final straight line approach was then simulated with the navigation system switching from the RELAVIS scanning system to the VISNAV system at S4 to take advantage of more accurate navigation and attitude estimation. The entire proximity operation in three dimensional space is shown in Figure 8.2. Figure 8.3 shows the relative position history.
It is important to note that the relative position tracking error and approach velocity histories, shown in Figures 8.4 and 8.5, are used to ensure that the docking conditions are met.
Table 8.1 shows the final conditions to be reached at docking for the chaser. After the chaser vehicle executed the last stationkeeping phase at S4, its position tracking error, which was less than 0.07 m, was maintained to the docking port and satisfied the lateral misalignment condition (less than 0.1 m). The relative velocity history in each direction, shown in Figure 8.5, was less than 0.07 m/s and satisfied the longitudinal closing and lateral velocity conditions.

Table 8.1. Conditions for Entering Docking Phase (3σ) [38].

<table>
<thead>
<tr>
<th>Translational Conditions</th>
<th>Rotational Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative longitudinal closing velocity</td>
<td>0.05–0.10 m/s</td>
</tr>
<tr>
<td>Relative lateral velocity</td>
<td>$&lt; 0.02$ m/s</td>
</tr>
<tr>
<td>Lateral misalignment</td>
<td>$&lt; 0.1$ m</td>
</tr>
</tbody>
</table>

Figure 8.5. Approach Velocity History.
A nominal docking orientation with the target along the positive V-bar direction corresponds to an azimuth angle of 90 degrees. Because the docking port geometry is not exactly aligned with the target center of mass, the docking port is not precisely located along the V-bar direction. The actual azimuth angle used is 93 degrees. Figure 8.6 shows that the azimuth angle variation is less than 10 degrees and the elevation angle variation is almost zero since the approach maneuvers are all planar motions.

![Figure 8.6. Nominal Bearing History.](image)

Whenever the GNC system reinitialized at each assigned point to begin the subsequent phase, the control forces exhibited large impulsive reactions as shown in Figure 8.7. The weight matrices were adjusted at steady state from the initially chosen weight matrices to reduce the tracking error by generating additional control forces while avoiding thruster saturation. It is critical for the SDRE controller to command realizable control forces to the actuators (RCS thrusters) without exceeding the maximum available thrust. The commanded control forces, shown in Figures 8.7, do not exceed the maximum limit.
Figures 8.8 and 8.9 show the relative position and velocity errors, and the respective $3\sigma$ bounds derived from the EKF covariance matrix. The relative position errors were maintained to less than 0.05 m in 30 minutes. The relative velocity errors were maintained to less than $2 \times 10^{-4}$ m/s in 15 minutes.
As the control forces and torques were applied, propellant mass was consumed, varying the mass and moment of inertia of the chaser. This study assumed that the locations of all RCS thrusters are known, and that the propellant mass consumption resulting from the control torques can be computed. The total consumed mass is the sum of the mass consumed by the application of the control forces and the control torques. The robustness of the attitude controller was evaluated considering the uncertainties of the moment of inertia. The uncertainty was modeled by adding 30 percent of the moment of inertia to the initial value [103]. Moreover, external disturbances, which were not modeled in the controller, were added to the Euler rotational equation in Eq. (24). All of the following results were obtained using the uncertain moment of inertia. Figure 8.10 shows that the chaser could align its attitude with respect to the target body-frame in 400 seconds and maintain the aligned attitude to the docking port. Figure 8.11 shows the Euler angle histories of the target and chaser, including an acceptable attitude tracking result similar to Figure 8.10. The target is on a near-circular, 350 × 450 km altitude orbit that is Earth pointing, so that the target angular rate can be expressed as $\omega_r = [0 \quad n \quad 0]^T$ in the adopted body-frame where $n$ is the mean motion of the target. From the initial conditions given in Eq. (86), the chaser can successfully perform axis
alignment with respect to the target. As the weight matrices were readjusted at steady state by the SDRE controller, they were also adjusted in the rotational controller to reduce the attitude tracking error.

Figure 8.10. Target and Chaser Quaternion Histories.

Figure 8.11. Euler Angler Histories.
Figure 8.12 shows the Euler angle error history between the target and the chaser. After the readjustment of the weight matrices, the chaser achieves attitude errors less than 0.1 degrees at the terminal time. Figure 8.13 shows the target angular rate and that the chaser could successfully track the target’s attitude rate for 1000 seconds. The chaser pitch rotation rate approached the mean motion of the target as the attitude alignment was achieved.
Figures 8.12 and 8.13 demonstrate that the important rotational conditions listed in Table 3 are met. The small variations in these figures were caused by the external disturbance torques in Eq. (24). The upper graph in Figure 8.14 shows the gravity-gradient torque history of the chaser, and the lower graph in Figure 8.14 shows the external disturbance torques. Both were added to Eq. (24). Figure 8.15 shows the control torque history. The higher control torques were generated using the adjustment of weight matrices to align the chaser axis more accurately with respect to the target axis.

![Figure 8.14. Chaser’s Gravity-Gradient and External Torque History.](image1)

![Figure 8.15. Control Torque History.](image2)
Figure 8.16 shows the propellant mass consumed by the applied control forces and control torques. Figure 8.17 shows the absolute attitude estimation and respective $3\sigma$ bounds by the RELAVIS scanning system from S2 and S4. The navigation system change from the star tracker and gyro-based attitude estimation to the VISNAV system occurs at S4. The VISNAV system provided the relative attitude between the target and the chaser. The relative attitude estimation by the VISNAV was converted to the absolute chaser attitude estimation using Eq. (117). The larger $3\sigma$ bounds were computed by the VISNAV error covariance for the relative attitude estimation. The overall attitude errors are within 0.01 degrees. The VISNAV system is more effective in providing accurate navigation and attitude estimation in the final approach phase because the VISNAV measurements improve as the vehicles get closer.

![Figure 8.16. Propellant Mass Consumption.](image-url)
Figure 8.17. Attitude Errors and $3\sigma$ Bounds.
9. CONCLUSION

This study proposes a newly developed integrated GNC system for autonomous proximity operations and docking. The GNC system can cover close-range rendezvous as well as proximity operations. Because the RGPS in the Navigation function for closing transfers is replaced by the RELAVIS system, the GNC system can be extended to deep space where GPS system is not available, such as with lunar or Mars missions. The GNC system integrating the Guidance, Navigation and Control functions is summarized using a block diagram of a typical closed-loop controller for each of the six degrees of freedom. Two independent LQG-type controllers for the translational and rotational maneuvers were designed to optimally track the reference trajectories and orientate the spacecraft. The GNC system performs each phase autonomously in a predefined step-by-step manner. The GNC proximity operations manager covers functions common to guidance, navigation and control, and provides commanding, data handling, and managing the sequence of the overall mission phases.

9.1. GUIDANCE FUNCTION

The Guidance function provides the reference trajectories to track during the translational motion and the reference attitude to orientate to in the rotational motion. For the application of the RELAVIS scanning system, the closing transfer in the original ATV V-bar approach strategy was modified into three “V-bar hops” to meet the FOV constraint in the RELAVIS scanning system using the CW terminal guidance law. For the preparation of the next phase, two series of stationkeeping were executed using the exponential braking guidance law to nullify the approach velocity. The straight line LOS final V-bar approach is effective in providing a constant slow approach velocity leading to soft docking. The target quaternion, angular velocity and angular acceleration from onboard navigation are used as the reference states for the attitude alignment.

9.2. NAVIGATION FUNCTION

The Navigation function is in charge of estimating the relative position, velocity, absolute and relative attitude. All of the estimation filters were designed using the EKF. The
RELAVIS navigation system provides the precise relative position and velocity using range and bearing measurements for the closing transfer and for entering the approach corridor. The star trackers generating quaternions and rate-integrating three axis gyros are used to estimate the chaser absolute attitude along with the RELAVIS scanning system in the same phases. The sensor mode switch is made to provide more effective navigation in the approach corridor. The two sets of navigation systems for the translational and rotational maneuvers are replaced by the VISNAV system. As the two vehicles get closer, the VISNAV system can be effective in providing a more accurate navigation solution in the final approach phase to the docking port. The VISNAV system provides the relative position, velocity and attitude estimation meeting the final condition for docking.

9.3. CONTROL FUNCTION

This study designed a nonlinear SDRE control technique and an LQT control technique for translational maneuvering. The SDRE control technique was designed for nonlinear relative motion dynamics, including effects from Earth oblateness and aerodynamic drag perturbations. Through the SDC parameterization, a linear-like closed-form structure was achieved for the nonlinear system control problem. For determining the tracking command, the controller was designed without increasing the state dimension, unlike the general SDRE integral servo controller. The tracking results using the SDRE controller were successfully and efficiently achieved by adjusting the weight matrices at the steady state condition to avoid saturation. The LQT controller designed for the linearized system shows the free-final state becomes the fixed final state when the large weight matrix for the final state is used. This result is very useful in meeting the final state condition required. The LQT control results can be used as a guide for designing the SDRE controller. However, for more precise control with respect to the realistic dynamic model, the SDRE control is preferable because the controller was designed using the nonlinear system including the relative perturbations.

The rotational control law formulation using LQR with linearized dynamics was integrated with attitude estimation using star trackers and gyros, and a vision sensor and gyros by the EKF filter for the rotational maneuvers leading to LQG-type control. Like
the integrated translational tracking controller, the weight matrices were also adjusted at steady state for rotational control. Because of the varying total mass due to propellant consumption, the robustness of the LQG-type rotational controller was evaluated considering the uncertainty of the chaser moment of inertia. Moreover, the external disturbance torque and the gravity-gradient torque that were not modeled in the controller were included in Euler’s rotational equation of motion. Even under these conditions, the LQG-type rotational controller showed robust attitude tracking results. It was then integrated with the RELAVIS and the VISNAV systems by feeding the estimated states to the controller. The integrated translational tracking controller based on the SDRE control successfully tracked the reference trajectories by readjusting the weight matrices at steady while avoiding the actuator saturation.

A new GNC system integrating the Guidance, Navigation and Control functions uses closed-loop control for each of the six degrees of freedom as the LQG-type controller satisfies the separation theorem. A six degrees-of-freedom simulation demonstrates the capacity of the GNC system to execute several translational maneuvers and axis alignments for proximity operations. The new GNC system successfully satisfies all of conditions for entering the docking phase by executing each phase autonomously.
10. FUTURE WORK

This study considered control force and torque commands requested by the controllers without specifying which thrusters were to be fired. The use of an optimal thruster selection algorithm needs to be developed. This function provides the conversion of the six degrees of freedom force and torque requests generated by the guidance and control functions into a set of thruster impulses to be realized by the propulsion system. The control forces expressed in the spacecraft local orbital frame $A$ can be expressed in the body-fixed frame like control torques using Eq. (17). The required control forces and torques can be delivered to the actuator (RCS thruster) using a mathematical linear optimization problem.

What are the observables, and what are the criteria by which failures can be identified? On the highest level it may be possible to detect the deviation of the actual state of the vehicle from the predefined states in terms of relative position, velocity and attitude. If the fault happens in the system, the system should be equipped with a recovery system through the FDIR procedure. To detect a failure condition at a high level, the violation of safety margins around the nominal values of position, velocity, attitude and angular rates in the GNC functions can be used. FDIR needs to cover the failures of the thrusters and failures of the sensors and of the GNC software. A well-designed onboard FDIR system can assure protecting against failures to very large extent. The implementation of the FDIR system in each function can be desirable to cope with the system failure, and detect and recover it.

The numerical results in this study rely only on the simulated measurements. For the validation of the navigation system, research using test-bed experiments with the RELAVIS scanning system and VISNAV system or real measurements from the star trackers by onboard navigation are recommended. Then, the navigation system should provide valid results through numerical analysis and be compared with the conditions for adequate navigation accuracy. Instead of the selective sensor switching used in this study, the integrated navigation system using other navigation systems can be considered to increase reliability and accuracy.
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