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Abstract

The growing reliance on Commercial-Off-The-Shelf (COTS) components for developing large-scale projects introduces a new paradigm in software engineering, which requires the design of new software development and business processes. Large-scale component reuse leads to savings in development resources, enabling these resources to be applied to areas such as quality improvement. These savings come at the price of integration difficulties, performance constraints, and incompatibility of components from multiple vendors. Relying on COTS components also increases the system's vulnerability to risks arising from third-party development, which can negatively affect the quality of the system, as well as causing expenses not incurred in traditional software development. We aim to alleviate such concerns by using software metrics to accurately quantify factors contributing to the overall quality of a Component-Based System (CBS), guiding quality and risk management by identifying and eliminating sources of risk.

1 Introduction

The paradigm shift to Commercial-Off-The-Shelf (COTS) components appears inevitable, necessitating drastic changes to current software development and business practices [6, 7]. With software development proceeding at Internet speed, in-house development of all system components may prove too costly in terms of both time and money. Large-scale component reuse or COTS component acquisition can generate savings in development resources, which can then be applied to quality improvement, including enhancements to reliability, availability, and ease of maintenance. Prudent component deployment can also localize the effects of changes made to a particular portion of the application, reducing the ripple effect of system modifications. This localization can increase system adaptability by facilitating modifications to system components or integration code, which are necessary for conforming to changes in requirements or system design [4]. COTS component acquisition can reduce time to market by shifting developer resources from component-level development to integration. Increased modularity also facilitates rapid incremental delivery, allowing developers to release modules as they integrate them and offer product upgrades as various components evolve.

These advantages bring related disadvantages, including integration difficulties, performance constraints, and incompatibility among products from different vendors. Further, relying on COTS components increases the system's vulnerability to risks arising from third-party development, such as vendor longevity and intellectual-property procurement. Component performance and reliability also vary because component-level testing may be limited to black-box tests, and inherently biased vendor claims may be the only source of information [15, 4, 13]. Such issues limit COTS component use to noncritical systems that require low to moderate quality. Systems that require high quality cannot afford the risks associated with employing these components [23, 27].

One way of alleviating such concerns is by using software metrics to guide quality and risk management in a Component-Based System (CBS), accurately quantifying various factors contributing to the overall quality, and identifying and eliminating sources of risk. Metrics can also be used in guiding decisions throughout the software life cycle, determining whether software quality improvement initiatives are financially worthwhile [19, 22, 24].

In this paper, we outline research addressing the issues of cost and quality management in CBSs. As in any development or manufacturing process, software quality is achieved at a cost. Our research uses metrics to quantify the concept of quality, aiming to investigate the tradeoff between cost and quality, and using the information gained to guide quality management. In the remainder of this paper, we describe the details of our research, and the approaches we are pursuing. Section 2 provides a summary of related research. Sec-
tion 3 elaborates upon the identification and collection of software metrics. In Section 4, we describe software quality costs, and discuss models depicting the tradeoff between cost and quality in CBSs. Section 5 discusses our approach to metrics-based quality management for software systems. The final section, summarizes the preceding sections and describes the impact of the research in hand.

2 Related Work

Considerable research has been conducted in software metrics in the past two decades, especially on reliability models, cost estimation, and application of software metrics [9, 16, 3, 21]. The bulk of this research is restricted to traditional (non-component-based) software systems. In [22], a formal set of test and evaluation metrics is presented for traditional systems, which similar to our set, is comprised of management, requirements, and quality metrics. Both papers also investigate metrics-guided software reuse, which is related to quality management in our research, but the emphasis is on reuse decisions, not quality. [16, 3] conducts an assessment of the impact of reuse on quality and productivity in object-oriented systems. The metrics used are size, reusability, effort, productivity, and number of defects. These metrics can be used for CBSs, provided that the notion of size is suitably modified.

Very little, if any, research has been conducted on the economics of quality in CBS development. Cost models for software reuse have been widely studied [2], but quality is largely ignored in these studies. In [17], an integrated cost model for software reuse is presented. This paper quantifies reuse decisions in economic terms, and evaluates their economic rationale by traditional investment analysis functions such as return on investment and net present value. The assessment is from a purely economic point of view, and quality plays no role in deciding for or against software reuse. COCOMO 2.0 [11] takes software reuse into account, and allows the use of Logical Lines of Code (LLOC) as the standard measure. This model has limited applicability to CBSs, as COTS software, libraries, and auto-generated code are excluded when counting the LLOC, nonetheless, it can be used for estimating component-level cost factors. The Constructive COTS Model (COCOTS) [1, 5], an extension of COCOMO, addresses four sources of COTS software integration costs, namely, the costs of (1) assessing alternative components, (2) customizing the selected COTS components, (3) development and testing of middleware or integration code, and (4) increased risk management efforts. Quality attributes such as correctness, availability/robustness, and security are considered in the assessment phase, but do not reappear in other phases. The model we are currently developing can be applied at any stage of the life cycle, and is aimed at determining the value of quality improvement initiatives.

In other related work, the tradeoff between cost and reliability has been widely studied, and several formulations for optimizing software reliability have been proposed. In [12], system-level reliability has been evaluated as a function of component-level failure intensities, and the optimization problem seeks to minimize the total cost of achieving the desired reliability, by allocating specific failure intensities to the components. This is of interest to our work, as we seek to develop similar formulations for other software metrics.

3 Identification and Collection of Software Metrics for CBSs

In any development process, models depicting the relationship between costs and quality can be utilized to guide decisions regarding investments in quality improvement. In the case of CBSs, accurately representing the relationship between cost and quality can be particularly challenging, as can be the integration of component-level cost-quality models, or system-level models defined for an individual quality factor [12]. As in the case of traditional software environments, defining an appropriate set of software metrics can be the first step in developing cost-quality models.

3.1 Metrics for Component-Based Systems

Central to the development of a CBS is the concept of a software component, which has various definitions in software engineering literature, including work by Hopkins [13], where a software component is defined as “a physical packaging of executable software with a well-defined and published interface.” This definition, as well as many others, stresses the requirement of well-defined interfaces for a component. The source code of most COTS components is inaccessible to the designers of systems deploying them, making highly structured interfaces essential for the success of the design. This leads to an important difference between metrics for CBSs and traditional systems, which is the unavailability of “size” as a metric. Most traditional metric sets incorporate the size of the source code, measured in Lines of Code (LOC) into several metrics. This size is generally not known for COTS components, hence, if a measure of program or component size is required, alternate measures can be used, such as the number of use cases supported by a given component, where a use case refers to a business task performed by the application [26]. Another difference is in the concept of time-to-market. The acquisition of components changes this concept, as their development time may not be known, and cannot be incorporated into time calculations in a straightforward manner. For CBSs, a simple delivery rate measure can be used in place
of the time-to-market measure. One proposed measure is based on the number of use cases divided by the elapsed time in months [26].

Metrics can guide risk and quality management, helping to reduce risks encountered during planning and execution of software development, resource and effort allocation, scheduling and execution, and product evaluation [22, 24]. Risks can include performance issues, reliability, adaptability, and return on investment. Risk reduction can take many forms, such as using component wrappers or middleware, replacing components, relaxing system requirements, or even issuing legal disclaimers for certain failure-prone software features. Metrics let developers identify and isolate these risks, then take corrective action. The key to success is selecting appropriate metrics—especially metrics that provide measures applicable over the entire software cycle and that address both software processes and products. Selection criteria for the metrics set also include usefulness, clarity, and cost-effectiveness [19].

Based on our previous research [22, 24], we propose a set of thirteen system-level metrics for CBS software engineering, as described in Table 1. These metrics help managers select appropriate components from a repository of software products and aid in deciding between using COTS components or developing new components. The primary considerations are cost, time to market, and product quality. We can divide these metrics into three categories: management, requirements, and quality.

The management metrics include cost, time-to-market, system resource utilization, and software engineering environment. These metrics can be used for resource planning or other management tasks, or utilized by Enterprise Resource Planning (ERP) applications. The cost metric measures the overall expenses incurred during the course of software development. These expenses include the costs of component acquisition, integration, and quality improvements to the system. We discuss this metric in detail in the next section. The time-to-market metric is a measure of the time needed to release the product, from the beginning of development and COTS acquisition to delivery. This metric can also be modified to evaluate the speed of incremental delivery, by measuring the amount of time required to deliver a certain fraction of the overall application functionality. System resource utilization determines the percentage of target computer resources that will be consumed by the system. The software engineering environment metric is a measure of the capability of producing high quality software, and can be expressed in terms of the Software Acquisition Capability Maturity Model (SA-CMM) [10].

The requirements metrics include measures of requirements conformance and requirements stability of the CBS, and enable monitoring of the specification, translation, and volatility of requirements, as well as the level of adherence to the requirements.

The quality metrics include adaptability, complexity of interfaces and integration, integration test coverage, end-to-end test coverage, reliability, and customer satisfaction. Adaptability is a measure of the flexibility of the system, and evaluates the ability of the system to adapt to changes in requirements, whether as a result of system redesign, or to accommodate multiple applications. The complexity of interfaces and integration has also been chosen as a quality metric, as overly complex interfaces or integration code complicate testing, debugging, and maintenance, degrading the quality of the system. Two measures of test coverage are included in the metric set: integration test coverage, and end-to-end (E2E) test coverage, where each metric indicates the fraction of the system that has undergone the respective test. The reliability metric estimates the probability of fault-free operation of the system, and can be obtained by techniques similar to those used in traditional systems, including fault injection to the integration code. The fault profiles metric measures the cumulative number of detected faults. Finally, the customer satisfaction metric evaluates the degree to which the software has met the expectations and requirements of the customer. This metric can be estimated before final product delivery, using beta releases to estimate predictors of customer satisfaction. Sample predictors include schedule requirements, management maturity, culture of the customer, and marketplace knowledge of the customer.

3.2 Relationships among Metrics

The metrics we have proposed may not be independent of each other, and analyzing the relationships among them can yield valuable information for decision making regarding investments in quality improvement for CBSs. The most obvious relationship arises among the cost metric and quality metrics such as reliability. More subtle relationships among the metrics also exist. For instance, time-to-market is a critical management metric for many applications, as it may determine the commercial viability of the product. Delayed product releases due to extensions to phases such as testing and debugging will cause a loss of revenue, and in extreme cases, the market may be lost to a competitor with an earlier product release. Premature release of the product may lead to lower reliability. Analyzing the relationship among the time-to-market, test coverage, and reliability metrics can aid the selection of a suitable release schedule.

One possible approach to modelling the relationships among metrics, which we are employing, are influence diagrams [18]. An influence diagram is a network for probabilistic and decision analysis models. In order to con-
Table 1. System-level Software Engineering Metrics for CBSs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Metric</th>
<th>Evaluates/Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management</td>
<td>Cost</td>
<td>Total software development expenditure</td>
</tr>
<tr>
<td></td>
<td>Time-to-market</td>
<td>Time elapsed between start of development to delivery of software</td>
</tr>
<tr>
<td></td>
<td>Software Engineering Environment</td>
<td>Capability of producing high quality software</td>
</tr>
<tr>
<td></td>
<td>System Resource Utilization</td>
<td>Utilization of target computer resources</td>
</tr>
<tr>
<td>Requirements</td>
<td>Requirements Conformance</td>
<td>Adherence of integrated product to defined requirements</td>
</tr>
<tr>
<td></td>
<td>Requirements Stability</td>
<td>Level of changes to established software requirements</td>
</tr>
<tr>
<td>Quality</td>
<td>Adaptable</td>
<td>Ability of integrated system to adapt to changes in requirements</td>
</tr>
<tr>
<td></td>
<td>Complexity of Interfaces and Integration</td>
<td>Complexity of component interfaces and integration code</td>
</tr>
<tr>
<td></td>
<td>Integration Test Coverage</td>
<td>Fraction of the system that has undergone satisfactory integration testing</td>
</tr>
<tr>
<td></td>
<td>End-to-End (E2E) Test Coverage</td>
<td>Fraction of the system that has undergone satisfactory E2E testing</td>
</tr>
<tr>
<td>Fault Profiles</td>
<td></td>
<td>Cumulative number of detected faults</td>
</tr>
<tr>
<td>Reliability</td>
<td></td>
<td>Probability of failure-free system operation</td>
</tr>
<tr>
<td>Customer Satisfaction</td>
<td></td>
<td>Degree to which the software has met customer expectations</td>
</tr>
</tbody>
</table>

struct the influence diagram for our software metrics, we aggregate low level metrics such as requirements conformance and requirements stability into higher level abstractions such as "requirements", which represent quality or risk factors within the system. A preliminary influence diagram [20] is presented in Figure 1, and depicts the relationships among a subset of the metrics of Table 1.

Vendor specifications for COTS components are often incomplete or unreliable, hence estimation techniques may be required for gathering metrics data from such components. The set of metrics we have proposed are defined at the system level. We are in the process of developing techniques for deriving system-level metrics from component-level information. Similar research has been conducted for the reliability metric, resulting in an expression for system-level reliability as a function of component-level fault densities [12]. Estimation of COTS integration costs has also been performed in [14]. We will utilize both studies in developing accurate estimation techniques for the software metrics.

4 Modeling Cost and Quality in CBSs

In deciding between in-house development and COTS component acquisition, the anticipated effect on system quality is an important concern. Software quality can be defined from several different perspectives, including the level of satisfaction of the customer, the key attributes of the software, or freedom from defects in the software's operation. In metrics-guided quality management, software metrics are used to guide the allocation of resources to quality improvement initiatives. The Cost of Quality (CoQ) determines the resources that can be dedicated to quality improvement in a project. In Table 1, CoQ is one component of the cost metric, and can be evaluated based on the costs of factors measured by the quality metrics. For example, increasing or maintaining reliability involves costs that can be considered the cost of reliability. The overall cost of quality is the sum of such costs and other costs that cannot be directly attributed to a factor measured by the quality metrics.

4.1 Modeling Tradeoffs between Cost and Quality

In any development process, models depicting the relationship between costs and quality can be utilized to guide decisions regarding investments in quality improvement. Such models have been discussed in economics and management literature [8] and generally depict a nonlinear relationship between CoQ and quality. Figure 2 depicts a general model of optimum quality costs. This model illustrates the relationship between the "cost per good unit of product" and the "quality of conformance" (expressed as a percent-
These models can be analyzed in terms of the quality metrics defined in the previous section. The horizontal axis, which represents quality of conformance in the original model, can be viewed as representing one of the quality metrics, such as adaptability and reliability. Accordingly, the vertical axis can represent a component of the CoQ, namely, the portion of quality costs dedicated to improving the quality factor corresponding to the metric represented by the horizontal axis. Intuitively, the same nonlinear relationship should hold. Increasing the investment in improving a certain quality factor should increase the value of the corresponding metric, and the amount of this increase should taper off as high quality levels are achieved. "Perfect" quality may not be achievable at finite costs, in particular in CBSs, where the quality and performance of the COTS components cannot be determined with certainty.

5 Metrics-Guided Quality Management

A number of challenging issues hinder the development of CBSs [13], including component granularity, specificity, interoperability, and quality, as discussed in Section 4. Software management decisions can involve any of the aforementioned challenges, and utilizing decision theory in management can lead to choices that are financially sound. Questions arising about investments in software quality improvement initiatives can be approached from a Return on Investment (ROI) perspective [25, 17]. The ROI can be examined in terms of increased conformance to requirements such as reliability. We propose to use metrics to evaluate the quality improvement achieved as a result of a particular investment in software quality improvement initiatives.

Cost-benefit analysis of traditional software systems [25, 8] concludes that quality improvements yield the greatest returns early in the life cycle. In CBSs, quality improvements are not possible during early stages of the development of the acquired components. To compensate for this problem, quality improvement efforts can be spread throughout the various stages of system design and development. In the design phase, such initiatives include identification of cost factors and cost-benefit analysis involving the unique risks associated with CBSs, determination of the level of architectural match between the application and the COTS components, and evaluation of the complexity and cost associated with integration, interoperability and middleware development. The metrics and models we have proposed can be used to guide these evaluations, with the objective of deciding between in-house development and COTS acquisition, and if the latter is chosen, selecting the most suitable component from a set of available alternatives. In the development phase, our proposed metrics-based cost-quality models can be used to estimate the costs associated with the traditional development process. During the entire life cycle, the models can guide the estimation...
of costs associated with the unique testing requirements of
COTS-based systems, such as integration, end-to-end, and
thread testing. After delivery, cost metrics and models can
be used for trend analysis of the COTS market.

6 Conclusions

Quality and risk concerns currently limit the application
of COTS-based system design to noncritical applications.
New approaches to quality and risk management will be
needed to handle the growth of CBSs. The metrics-based
approach and software engineering metrics presented in this
case paper can aid developers and managers in analyzing the
return on investment in quality improvement initiatives for
CBSs. These metrics also facilitate the modelling of cost and
quality, although more complex models are needed to
capture the intricate relationships between cost and quality
metrics in a CBS. The findings can alleviate concerns about
the risks associated with deploying COTS components in
applications where quality is of importance and enable more
wide-scale use of CBSs.
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