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Divide and Conquer Evolutionary TSP Solution for Vehicle Path Planning

Ryan J. Meuth, and Donald C. Wunsch II

Abstract—The problem of robotic area coverage is applicable to many domains, such as search, agriculture, cleaning, and machine tooling. The robotic area coverage task is concerned with moving a vehicle with an effector, or sensor, through the task space such that the sensor passes over every point in the space. For covering complex areas, back and forth paths are inadequate. This paper presents a real-time path planning architecture consisting of layers of a clustering method to divide and conquer the problem combined with a two-layered, global and local optimization method. This architecture is able to optimize the execution of a series of waypoints for a restricted mobility vehicle, a fixed wing airplane.

1. INTRODUCTION

For large continuous tasks, such as area coverage, it is desirable to decompose the problem space to reduce the complexity of the problem. Several methods have been devised to accomplish this, including grid division methods of various geometries, and Voronoi divisions [1]. These methods work well for uniform environments and simple sensing apparatus', but they often do not account for the intersection of the agent’s sensor with the environment. Introducing environmental effects and sensor characteristics increases the complexity of area coverage.

A vehicle assigned to search area coverage must plan an optimal path through the allocated search space. This optimal path is considered as the shortest route through the set of points that allows the vehicle’s sensing apparatus to visit all points in the search space. The path between these points can be optimized using many different algorithms, including graph search, and TSP solution methods. At this level, the vehicle dynamics, vehicle sensing characteristics, and environmental effects can all be included to affect the optimal solution. With the inclusion of vehicle dynamics, the true value of a path is not only dependant on the distance between its points, but also the vehicle capabilities and characteristics of the vehicle’s control system.

The traveling salesman problem is focused on finding the shortest tour through a fixed set of points. This has been deeply researched in literature, as efficient solutions have wide ranging applications in domains such as vehicle routing and job-scheduling. As an NP-hard problem, it is extremely difficult to solve large instances of the TSP exactly, so heuristic methods must be used. One of the most powerful heuristic algorithms is the Lin-Kernighan method, which is an iterative method that begins with a random tour, and performs pair-wise optimization by steps to arrive at local minima, and then repeats with a new random tour, always saving the best tour encountered [2]. While not an exact method, it has been shown that the method can find near optimal solutions in a reasonable amount of time. Supplemented by an intersection removal step, as found in the chained LK method, the performance and quality of the LK algorithm is increased. Unfortunately, the time complexity of this algorithm is still unsuitable for real-time operation under problem sets larger than a few thousand points [3].

It has been shown that the time complexity of the LK method can be somewhat linearized at the cost of optimality by first clustering the point set, using the LK method to find a sub-tour, then merging the cluster sub-tours into a final tour [4-6]. The operation of the algorithm becomes very fast, in exchange for a reasonable drop in tour quality.

The LK method has also been supplemented by genetic algorithms that perform a global search, while the LK method performs a local search. By evolving initial tours instead of randomly generating them, the global search becomes more directed, and is able to converge on higher quality tours faster. This topic of research is still young, and much work remains [7, 8].

Including the vehicle dynamics adds computational complexity to any algorithm, so a new TSP solution method, Clustered Evolutionary Lin-Kernighan or CELK, is presented as a method to bring TSP solution into the real-time domain.

Given a region to be searched and an agent with associated characteristics and capabilities, the task of planning a path through the region is extremely complex if all points in the region are to be considered as part of a possible coverage path for an agent. In light of this, many methods have been developed for dividing the search space based on the agent’s sensing characteristics to provide a set of points that, if all points in the set are included in the agent’s final path,
guarantee that complete coverage is achieved [9, 10]. This set of points can then be used as an instance of the Traveling Salesmen Problem to find a tour through all points, thus covering the search space.

II. THE CLUSTERED EVOLUTIONARY LK ALGORITHM

Once a complete coverage point set has been constructed, the problem becomes one of finding the shortest tour through the set of points, which is an instance of the Traveling Salesman Problem, or TSP.

A three-tiered method has been developed, combining clustering, genetic algorithms, and the LK method to find good quality tours with a near linear time complexity. Given a point set, the set is clustered, by way of the Adaptive Resonance Theory method, into a maximum of \( M \) clusters, where \( M \) is chosen to be the number of points in the set divided by a fixed scalar, in order to maintain an average cluster size[11]. Sub-tours are then planned within each cluster, using a genetic algorithm-based LK method, called Evolutionary Lin-Kernighan, or ELK. This algorithm is used to recoup some of the tour quality lost through clustering, and analysis has shown that there is also a speed benefit to using the algorithm. Once sub-tours are found, they are merged back into a final tour using the method described in [4].

Utilizing the clustering method to maintain an average cluster size keeps the time complexity of each instance of the ELK method constant, giving the overall algorithm a linear time complexity, while maintaining good tour quality. Also, it allows for many levels of parallelism, as each sub-tour can be computed individually, and each trial tour within the sub-tour optimization can also be optimized independently.

In order to improve the ratio of tour quality to computational expense, an Evolutionary Lin-Kernighan method was developed. This method uses a genetic algorithm to generate trial tours, which are then optimized to local minima using the LK method. This scheme is not a new idea, and the development of useful genetic operators under similar architectures has been explored [12].

The ELK algorithm begins by generating \( P \) random individuals, where each individual is a trial tour. Each individual is then evaluated, which consists of applying the LK algorithm with intersection removal until a local minimum is achieved, and the total tour length is assigned to the individual’s fitness. Roulette-wheel parent selection is then used to generate \( P \) children, where the probability of individuals being selected as parents is proportional to their rank in the population. Reproduction is achieved through Cost Preserving Crossover and a Mutation Operator. The cost preserving operator has been shown to have good performance at low computational expense [reference for recombination operators].

A fixed number of ‘Strangers’ or random individuals are introduced to the population at each generation. The new individuals are evaluated, and Roulette-wheel survival is used to keep \( P \) individuals with an individual’s probability of survival being proportional to their rank in the population. This process is repeated until an evaluation limit is exceeded. Mutation is achieved by swapping edges with probability \( P_{mut} \).

III. ALGORITHM RESULTS

The tour quality of the ELK algorithm was compared to that of the LK algorithm alone, over 100 randomly generated points, averaged over 30 runs, each run consisting of 1000 evaluations. As can be seen in Fig. 1, the amount of tour improvement per evaluation is significantly greater using the ELK algorithm.

Additionally, trial tours generated by the ELK algorithm were evaluated significantly faster, as LK needed to make fewer changes due to pre-optimized sections of their tours being inherited from the previous generation. To study this effect, the two algorithms were compared by executing them for 1000 path evaluations on randomly generated tours of varying length. An average was taken over 11 runs for each tour length. The number of optimization iterations per path was recorded, as well as execution times for each run. Fig. 2 shows the average execution times of the methods on various tour sizes. Fig. 3 shows the average number of optimization iterations performed on each tour size under the two algorithms. Fig. 4 shows the average optimizations performed on each trial path under the two algorithms. These Fig.s show that the ELK method has a significant quality and performance advantage over the LK method alone. Fig. 1 shows that the ELK method produces higher quality paths in fewer iterations. Fig. 2 shows the LK and ELK algorithms operating on Tours of increasing length, showing that the ELK algorithm has increasing benefits with path size. Fig. 3 shows the average optimization iterations necessary to converge to a local minimum for increasing tour sizes under the LK and ELK algorithms. Note that the LK method increases iterations with tour size, while the ELK method holds relatively constant.

Figs 4 and 5 show the number of optimization iterations that were executed on each path evaluated. For the LK algorithm, this is relatively constant, as each path is randomly generated. The ELK algorithm starts high at values corresponding to the LK method, and then reduces sharply, slowly decreasing as a global search is performed.
Cluster the point sets and performing optimization on sub-tours, then merging the sub-tours into a final tour has been shown to linearize the run-time complexity of the ELK method, as shown in Fig. 6.

IV. TSP FOR PHYSICAL VEHICLES

When planning for real-world vehicles, it may be desirable to substitute the Euclidean distance objective function for a cost function that models the mobility of the vehicle. In this way the total behavior of the vehicle can be optimized.
Since the LK method is the underlying algorithm, only metrics should be used as the objective function [2]. As such, we must show that any valid objective function has the properties of symmetry, positivity, reflexivity and triangle inequality.

For heterogeneous vehicles, a simple heuristic metric is proposed, estimating the time to cross the edge, given in equation 1. The guidance speed is a positive scalar representing the average % of the vehicle’s maximum velocity that the vehicle travels under guidance. The agility of the vehicle is also a positive scalar, representing a measure of the ability of the vehicles’ guidance system to execute turns without incurring extra time, as compared to a straight path. The use of this heuristic allows the optimization of the path based on the vehicle’s kinematics.

\[
t(e_i) = \frac{d(a_{e_i}, b_{e_i})}{c_g v_{max}} + c_a \left( \frac{c_g v_{max}}{a} \right) \left( 1 - \cos(\theta_{a_{e_i}, b_{e_i}}, c_{e_i}) \right)
\]

Equation 1. – Physical vehicle heuristic.

Given a possible edge e_i, consisting of three points, a_{e_i}, b_{e_i}, and c_{e_i}.

Where
- \(d(a, b)\) is the Euclidean distance between points a, b.
- \(v_{max}\) is the maximum vehicle speed.
- a is the vehicles acceleration capability
- \(\theta_{a, b, c}\) is the angle between points a, b and c.
- \(c_g\) is a scalar representing the guidance speed.
- \(c_a\) is a scalar representing the vehicle agility.

This heuristic has the property that the degenerate case of the heuristic simplifies to Euclidean distance. Also, symmetry, positivity and reflexivity properties are trivial to demonstrate. However, the property of triangle inequality should be shown.

The distance component dominates the physical vehicle heuristic equation and since the angle between edges only adds time, the triangle inequality holds.

To adapt the vehicle heuristic to the LK optimization method, the set of possible edges becomes all combinations of three points in the problem set. In this way the algorithm can be directly applied to this instance of the TSP.

V. PHYSICAL VEHICLE HEURISTIC RESULTS

Fig. 8 shows the optimized path on a triangular grid of points using only Euclidean distance. Fig. 9 shows the optimized path on the same grid using the physical vehicle cost heuristic detailed in equation 1. Note the resulting straight path sections, which minimizes the coverage time for those point sequences through the conservation of momentum.

To evaluate the effectiveness of the vehicle mobility heuristic, a simulation was developed to model the behavior of a fixed wing air vehicle. The mobility of such vehicles...
are well known and easy to model. The path planning algorithm was tested over 30 runs each over the same environment using the vehicle heuristic and Euclidean distance as the cost. The results are shown in the table below.

<table>
<thead>
<tr>
<th>Run</th>
<th>PVH</th>
<th>Euclidean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>3104</td>
<td>3381</td>
</tr>
<tr>
<td>2</td>
<td>3158</td>
<td>3323</td>
</tr>
<tr>
<td>3</td>
<td>3293</td>
<td>3408</td>
</tr>
<tr>
<td>4</td>
<td>3179</td>
<td>3388</td>
</tr>
<tr>
<td>5</td>
<td>3209</td>
<td>3390</td>
</tr>
<tr>
<td>6</td>
<td>3167</td>
<td>3396</td>
</tr>
<tr>
<td>7</td>
<td>3223</td>
<td>3492</td>
</tr>
<tr>
<td>8</td>
<td>3106</td>
<td>3402</td>
</tr>
<tr>
<td>9</td>
<td>3265</td>
<td>3362</td>
</tr>
<tr>
<td>10</td>
<td>3271</td>
<td>3445</td>
</tr>
<tr>
<td>Mean</td>
<td>3197.5</td>
<td>3398.7</td>
</tr>
</tbody>
</table>

Table 1. Time to complete for two cost structures over 10 runs, physical vehicle heuristic and Euclidean distance.

F-Test Two-Sample for Variances

<table>
<thead>
<tr>
<th>PVH</th>
<th>Euclid.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3207.889</td>
</tr>
<tr>
<td>Variance</td>
<td>3761.861</td>
</tr>
<tr>
<td>Observations</td>
<td>9</td>
</tr>
<tr>
<td>df</td>
<td>8</td>
</tr>
<tr>
<td>F</td>
<td>1.654838</td>
</tr>
<tr>
<td>P(F&lt;=f) one-tail</td>
<td>0.246041</td>
</tr>
<tr>
<td>F Critical one-tail</td>
<td>3.438101</td>
</tr>
</tbody>
</table>

Table 2. F-Test showing Equal Variance at $\alpha=0.05$

The results show that optimization utilizing the mobility characteristics is able to significantly improve the time of completion for a mobility-restricted vehicle. The environmental and mobility characteristics of the vehicle greatly determine the time to complete, so there is great potential to optimize the path using this cost method.

VI. CONCLUSION

For scenarios where a mobility limited vehicle must plan an efficient path through a large, complex environment in real-time, traditional path planning methods are inadequate. A three component path planning architecture, combining divide and conquer, local and global optimization methods. It has been shown that this architecture has the advantage of both speed and accuracy, being able to plan an efficient path for a mobility restricted vehicle in real-time.
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