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Abstract—In this paper, a novel channel-estimation scheme for an 8-PSK enhanced data rates for GSM evolution (EDGE) system with fast time-varying and frequency-selective fading channels is presented. Via a mathematical derivation and simulation results, the channel impulse response (CIR) of the fast fading channel is modeled as a linear function of time during a radio burst in the EDGE system. Therefore, a least-squares-based method is proposed along with the modified burst structure for time-varying channel estimation. Given that the pilot-symbol blocks are located at the front and the end of the data block, the LS-based method is able to estimate the parameters of the time-varying CIR accurately using a linear interpolation. The proposed time-varying estimation algorithm does not cause an error floor that existed in the adaptive algorithms due to a nonideal channel tracking. Besides, the time-varying CIR in the EDGE system is not in its minimum-phase form, as is required for low-complexity reduced-state equalization methods. In order to maintain a good system performance, a Cholesky-decomposition method is introduced in front of the reduced-state equalizer to transform the time-varying CIR into its minimum-phase equivalent form. Via simulation results, it is shown that the proposed algorithm is very well suited for the time-varying channel estimation and equalization, and a good bit-error-rate performance is achieved even at high Doppler frequencies up to 300 Hz with a low complexity.

Index Terms—Channel estimation, fast time-varying fading, frequency-selective fading.

I. INTRODUCTION

Enhanced data rates for GSM evolution (EDGE) was introduced to achieve higher data rates and spectral efficiency that is possible in current global system for mobile communications (GSM) and general packet radio service (GPRS) systems [1], [2]. In order to keep a backward compatibility with the second-generation cellular systems GSM and IS-136, the EDGE has a similar burst (slot) structure and system parameters as the GSM. Time-division multiple-access (TDMA) is used in the EDGE with a symbol period as the GSM. Time-division multiple-access (TDMA) is used due to complexity considerations. However, in the typical channel profiles of the EDGE system such as typical urban (TU) and hilly terrain (HT) profiles [2], the CIR of the frequency-selective fading channel is usually not in a minimum-phase form, i.e., a perfect channel estimation with a maximum likelihood sequence estimation (MLSE) equalizer.

For systems where subscribers travel at high speeds, a fast fading causes the channel impulse response (CIR) to vary significantly over the radio burst, i.e., it is a function of time. Therefore, the use of adaptive algorithms [3], [7]–[9], such as recursive-least-squares (RLS) and least-mean-squares (LMS) algorithms, are required in order to track the coefficients of the time-varying CIR over the radio burst. However, the adaptive RLS and/or LMS algorithms do not work very well under the time-varying channel in the EDGE system. This is mainly due to the delayed output of the MLSE equalizer and the use of the estimated symbols, which are causing an error propagation in updating the time-varying CIR. Reduced-state equalizers are essential in the EDGE, where an 8-PSK modulation is used due to complexity considerations. However, in the typical channel profiles of the EDGE system such as typical urban (TU) and hilly terrain (HT) profiles [2], the CIR of the frequency-selective fading channel is usually not in a minimum-phase form, i.e., the energy in the leading tap is very small compared to that of the second or third tap of the CIR. This may cause numerical instability problems when the reduced-state equalizers with a symbol feedback are utilized. Thus, in order to obtain a good performance with the use of the reduced-state equalization methods, a minimum-phase equivalent prefilter must be employed [3]. The finite-impulse response (FIR) prefilter can be obtained via a fast Cholesky factorization [10]–[13] or linear prediction (LP) [14]. In [3], Gerstacker and Schober employed the LMS algorithm to track the minimum-phase CIR of the time-varying channel. Alternatively, Chang and Georghiades proposed an iterative joint sequence and channel estimation for fast time-varying intersymbol interference (ISI) channels [15].

In this paper, an alternative to a channel tracking is proposed. A new method is introduced to eliminate the need for the fading channel is time invariant during a burst. In general, this assumption is adopted in [3], [4], where various channel-estimation and equalization algorithms are developed or applied for the EDGE system with slow fading channels.

The application of the delayed decision-feedback sequence estimation (DDFSE) [5] and reduced-state sequence estimation (RSSE) [6] equalizers in the EDGE are discussed in [3], where the time-invariant channel was estimated with a least-squares (LS) method. In [4], a computationally efficient perturbation equalizer with a weighted LS channel estimation was proposed for the 8-PSK EDGE system, also assuming a time-invariant channel over the radio burst. The simulation results obtained in these references agree well with those obtained under ideal cases, i.e., a perfect channel estimation with a maximum likelihood sequence estimation (MLSE) equalizer.
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adaptive-tracking algorithms and the associated error floors. Initially, the burst format is slightly modified, but the pilot to data symbols ratio remains the same. This will be discussed in sections to follow. Second, it is shown that based on this modified burst, a linear interpolation of the CIR coefficients over time is used for most mobile speeds that occur in practice. A Cholesky-decomposition [12] step is then performed prior to the equalizer to transform the time-varying CIR over the entire burst to its minimum-phase equivalent form. Hence, the proposed algorithm requires no adaptive tracking of the CIR coefficients. The promising results demonstrate that the new method is able to perform well under the fast-fading conditions with the low complexity when compared to the adaptive-tracking algorithms. For systems where the mobile speed is slow, the performance is identical to the EDGE system, which assumes that the CIR is time invariant over the entire slot.

The rest of this paper is organized as follows. In Section II, the characteristics of the time-varying frequency-selective fading channel in the EDGE system are discussed, and a novel LS-based channel-estimation algorithm is proposed. Section III introduces the Cholesky-decomposition-based method to transform the estimated CIR to its minimum-phase form, and the obtained equivalent CIR is then used in the DDFSE or RSSE equalizers to detect the transmitted data. The computational complexity of the various estimation algorithms is presented in Section IV. Simulations are carried out in Section V to demonstrate the performance of the proposed algorithms, and Section VI concludes this paper.

II. CHANNEL ESTIMATION

In this section, the properties of the time-varying frequency-selective fading channels of the EDGE system are analyzed.

![Fig. 1. Block diagram of the baseband EDGE system.](image)

![Fig. 2. (a) Original EDGE slot structure. (b) Slightly modified slot structure.](image)

Based on these properties, a channel-estimation algorithm, namely, the linear interpolated LS-based method is proposed.

A. Channel Characteristics

In Fig. 1, a block diagram of a baseband EDGE system is depicted. At the transmitter, the modulated 8-PSK symbols \( x_k \in \{\exp[j(2\pi/8)q]; q = 0, 1, 2, \ldots, 7\} \) are placed in short burst, and a linearized Gaussian filter is used as the transmit filter. The original burst structure of the EDGE has 26 pilot symbols in the middle of each burst as shown in Fig. 2(a). This burst structure is good enough to be used for estimating the time-invariant channel state information of the entire burst. However, when the mobile subscriber is moving fast, the Doppler frequency is high, and the fading within one burst is no longer constant. Under these conditions, the original burst structure of the EDGE system cannot be used in estimating the time-varying CIR with a reasonable accuracy (see Section V).

In what follows, an analysis of the channel characteristics in the EDGE system is performed, and it is shown that the CIR in a dispersive channel with a maximum Doppler frequency...
of 100 Hz may be modeled as a linear function of the time variable.

In this paper, the burst structure is slightly modified to facilitate the estimation of the time-varying fading channels in the 8-PSK system. In order to estimate the linear function accurately, it is proposed to split the 26 pilot symbols into two groups, placing the first group of 13 pilot symbols at the front of the data block and the second group of 13 symbols at the end of the data block. The modified burst structure is shown in Fig. 2(b). In the proposed modified burst structure, the data and training-symbols ratio still remains the same; hence, there is no loss in terms of the data rate achieved in the EDGE. Later, the simulation results show that there is no loss in the burst structure is slightly modified to facilitate the estimation of the time-varying fading channels in the 8-PSK system. In order to estimate the linear function accurately, it is proposed to split the 26 pilot symbols into two groups, placing the first group of 13 pilot symbols at the front of the data block and the second group of 13 symbols at the end of the data block. The modified burst structure is shown in Fig. 2(b). In the proposed modified burst structure, the data and training-symbols ratio still remains the same; hence, there is no loss in terms of the data rate achieved in the EDGE. Later, the simulation results show that there is no loss in the burst structure is slightly modified to facilitate the estimation of the time-varying fading channels in the 8-PSK system. In order to estimate the linear function accurately, it is proposed to split the 26 pilot symbols into two groups, placing the first group of 13 pilot symbols at the front of the data block and the second group of 13 symbols at the end of the data block. The modified burst structure is shown in Fig. 2(b). In the proposed modified burst structure, the data and training-symbols ratio still remains the same; hence, there is no loss in terms of the data rate achieved in the EDGE. Later, the simulation results show that there is no loss in the burst structure is slightly modified to facilitate the estimation of the time-varying fading channels in the 8-PSK system. In order to estimate the linear function accurately, it is proposed to split the 26 pilot symbols into two groups, placing the first group of 13 pilot symbols at the front of the data block and the second group of 13 symbols at the end of the data block. The modified burst structure is shown in Fig. 2(b). In the proposed modified burst structure, the data and training-symbols ratio still remains the same; hence, there is no loss in terms of the data rate achieved in the EDGE. Later, the simulation results show that there is no loss in the burst structure is slightly modified to facilitate the estimation of the time-varying fading channels in the 8-PSK system. In order to estimate the linear function accurately, it is proposed to split the 26 pilot symbols into two groups, placing the first group of 13 pilot symbols at the front of the data block and the second group of 13 symbols at the end of the data block. The modified burst structure is shown in Fig. 2(b). In the proposed modified burst structure, the data and training-symbols ratio still remains the same; hence, there is no loss in terms of the data rate achieved in the EDGE. Later, the simulation results show that there is no loss in the
are valid by an implementation of the small angle rule \( \cos x \approx 1 \) and \( \sin x \approx x \):

\[
\hat{\alpha}_{cm}(t) = E_m \sum_{n=1}^{N} C_{nm} \{ \cos \phi_{nm} - t \omega_d \cos \beta_{nm} \sin \phi_{nm} \} \\
\hat{\alpha}_{sm}(t) = E_m \sum_{n=1}^{N} C_{nm} \{ \sin \phi_{nm} + t \omega_d \cos \beta_{nm} \cos \phi_{nm} \}.
\]

(11)

(12)

It is apparent that \( \alpha_m(t) \) can be approximated as a linear function of the time variable \( t \), and so can \( h_k(l) \), which is a linear function of \( \alpha_m(t) \), as long as \( f_d \) (Doppler frequency) is less or equal to 100 Hz. This analysis is supported by Fig. 3, which clearly shows the real and imaginary parts of one tap of a typical CIR within one burst duration with Doppler frequency \( f_d = 10, 100, 200, \) and 300 Hz.

Now, consider a Doppler frequency up to 300 Hz. It is clear that the CIR is not necessary as a linear or constant from the analysis above. According to [20], \( \beta_{nm} \) is assumed to be uniformly distributed on \( [-\pi, \pi] \). Therefore, there are some cases where the fading-channel taps may exhibit a parabolic/oscillatory behavior with a minimum or maximum peak. As a consequence, the BER performance will be degraded under these conditions. In Section V, the simulation results indicate that the new method can combat the Doppler frequency effectively up to 300 Hz, even though the parabolic behavior can exist.

### B. Channel Estimation

Having analyzed the characteristics of the Rayleigh fading channel, we consider now the estimation of the time-varying frequency-selective CIR \( h_k(l) \).

Based on the analysis in Section II-A, it is proposed to approximate the CIR \( h_k(l) \) as a linear function of the time variable \( k \),

\[
h_k(l) = u_0(l) + ku_1(l)
\]

where \( u_0(l) \) and \( u_1(l) \) are parameters to be estimated. For a time-varying frequency-selective fading channel with a channel length \( L \), there are \( 2L \) parameters to be estimated for each burst, and the CIR of one burst can be linearly approximated by these parameters.

From (1) and (13), the \( k \)th received sample \( y_k \) can be represented as

\[
y_k = x_k(u_0 + ku_1) + n_k
\]

(14)

where \( x_k = [x_k, x_{k-1}, \ldots, x_{k-L+1}] \in \mathbb{C}^{1 \times L} \) are the transmitted symbols, and \( u_j = [u_j(0), u_j(1), \ldots, u_j(L-1)]^T \in \mathbb{C}^{L \times 1} \), for \( j = 0, 1 \), with \( (\cdot)^T \) representing the transpose. With the known training symbols transmitted at the beginning and the end of each burst, the received samples contributed by the training symbols can be written into a matrix format

\[
y = A \cdot u_0 + T \cdot A \cdot u_1 + n
\]

(15)

\[
= [A \quad T \cdot A] \begin{bmatrix} u_0 \\ u_1 \end{bmatrix} + n
\]

(16)

where

\[
y = \begin{bmatrix} y_{L-1} & \cdots & y_{15} & y_{132+L-1} & \cdots & y_{147} \end{bmatrix}^T \in \mathbb{C}^{(34-2L) \times 1}
\]

(17)

\[
n = \begin{bmatrix} n_{L-1} & \cdots & n_{15} & n_{132+L-1} & \cdots & n_{147} \end{bmatrix}^T \in \mathbb{C}^{(34-2L) \times 1}
\]

(18)
A matrix-inversion lemma, the inverse of matrix \( \Psi(i) \) can be computed recursively by
\[
\Psi(i) = \Phi_i^H \Phi_i + \Psi(i - 1)
\]
(25)
\[
\Psi^{-1}(i) = \Psi^{-1}(i - 1) - \frac{\Psi^{-1}(i - 1) \Phi_i^H}{1 + \Phi_i \Psi^{-1}(i - 1) \Phi_i} \Phi_i \Psi^{-1}(i - 1)
\]
(26)
where \( \kappa(i) = \left( (\Psi^{-1}(i - 1) \Phi_i^H) / (1 + \Phi_i \Psi^{-1}(i - 1) \Phi_i^H) \right) \in \mathbb{C}^{2L \times 1} \) is the gain vector. According to the derivation steps given in [21, pp.566–577], the gain vector \( \kappa(i) \) equals to \( \Psi^{-1}(i - 1) \Phi_i^H \). At last, using (26) and \( \kappa(i) \), the estimated \( \hat{u}(i) \) in (24) can be written as follows:
\[
\hat{u}(i) = \left[ \Psi^{-1}(i - 1) - \kappa(i) \Phi_i \Psi^{-1}(i - 1) \right] \times \sum_{j=1}^{i-1} \Phi_j y_j + \Phi_i^H y_i
\]
\[
= \Psi^{-1}(i - 1) \sum_{j=1}^{i-1} \Phi_j y_j + \kappa(i) \times \left[ y_i - \Phi_i \left( \Psi^{-1}(i - 1) \sum_{j=1}^{i-1} \Phi_j y_j \right) \right]
\]
(27)
Thus, it is found that the inversion of the correlation matrix \( \Psi^{-1} \) in (22) is now replaced by the inversion of scalar \( \{1 + \Phi_i \Psi^{-1}(i - 1) \Phi_i^H\} \) in estimating \( u \).

With the estimation of the parameters \( u_0 \) and \( u_1 \), the CIR of the entire burst can be easily obtained from (13). It is important to note that when \( \Psi \) is deterministic, and the noise is zero-mean white Gaussian noise, the LS-based algorithm estimator, (22) and (27), is a linear unbiased estimator. The CIR information is then used in the equalizer to recover the original transmitted data.

III. CHANNEL EQUALIZATION

For an 8-PSK constellation in the frequency-selective fading channel, where the channel length \( L > 4 \), the use of the MLSE with the Viterbi Algorithm (VA) as the equalizer is impractical due to an excessive computational complexity. It is shown in [3] that the DDFSE and RSSE algorithms are promising equalization techniques for the EDGE system. However, these algorithms can only be applied to systems with a minimum-phase CIR, otherwise, a performance degradation will occur. For a system with a time-invariant CIR, a prefilter can be used to obtain an equivalent CIR with the minimum phase [3], [22], but the prefilter approach is not applicable to systems with time-varying CIR without resorting to a channel tracking. Additionally, there is also a performance loss due to the nonideal channel tracking in the time-varying channel [3], [23]. In this section, a Cholesky-decomposition-based method is introduced to obtain the equivalent minimum-phase CIR for the time-varying fading channels without resorting to the channel tracking.
For the purpose of simplicity, here, the first and second data blocks of one burst are defined together, i.e., \( \mathbf{y} = [y_{16}, y_{17}, \ldots, y_{131}]^T \in \mathbb{C}^{N_d \times 1} \), where \( N_d = 116 \) is the length of the entire data block. Based on the estimated time-varying CIR \( \hat{H}_k(l) \) and (1), the input–output relationship of the equivalent system can be represented as an equivalent system of minimum-phase CIR, whose input–output relationship of the RSSE equalizers with feedback are used.

For typical channel profiles, such as the TU profile and HT profile [2], the impulse responses of the frequency-selective fading channels are usually not in the minimum-phase forms, i.e., the energy of \( h_k(1) \) and \( h_k(2) \) is significantly larger than that of \( h_k(0) \). Hence, the CIR matrix \( \mathbf{H} \in \mathbb{C}^{N_d \times (N_d+L-1)} \) formed with this CIR is not diagonally dominant, which may cause numerical instability problems when the DDFSE or RSSE equalizers with feedback are used.

The objective here is to find an equivalent system with the minimum-phase CIR, whose input–output relationship of the equivalent system can be represented as

\[
\mathbf{W}_d \mathbf{y} = \mathbf{Bx} + \mathbf{e}
\]

(30)

where \( \mathbf{W} \in \mathbb{C}^{(N_d+L-1) \times N_d} \), \( \mathbf{B} \in \mathbb{C}^{(N_d+L-1) \times (N_d+L-1)} \), and \( \mathbf{e} \in \mathbb{C}^{(N_d+L-1) \times 1} \) are the feed forward matrix, CIR feedback matrix, and the noise vector of the equivalent system, respectively [12], [24]. In order to effectively equalize the time-varying frequency-selective fading channel using the reduced-state equalizers, the CIR matrix \( \mathbf{B} \) should satisfy the following two conditions: 1) \( \mathbf{B} \) should minimize the variance of the noise component of the system; 2) \( \mathbf{B} \) should be a lower triangular matrix with most of the time-varying CIR energy concentrated in the first few taps. The first condition will improve the performance of the equalizer, and the second condition can guarantee a system with the minimum-phase CIR. Therefore, the same approach as the minimum mean-squared-error (MMSE)-decision-feedback equalizer (DFE) algorithm introduced by Al-Dhahir and Cioffi [12] is implemented here to achieve this goal.

The variance of the noise component of the equivalent system is

\[
\sigma_e^2 = \frac{1}{N_d} \text{trace} \left\{ E \left[ (\mathbf{Bx} - \mathbf{W}_d \mathbf{y})(\mathbf{Bx} - \mathbf{W}_d \mathbf{y})^H \right] \right\}
\]

(31)

where \( \text{trace}(\cdot) \) will return the sum of the diagonal elements of a matrix. According to the orthogonality principle [19, pp.256–258], the matrix \( \mathbf{B} \) minimizing \( \sigma_e^2 \) must satisfy \( \mathbf{R}_{xy} = \mathbf{W} \cdot \mathbf{R}_{yy} \), where \( \mathbf{R}_{xx} = E(\mathbf{A} \cdot \mathbf{B}^H) \). Therefore, the minimum value of \( \sigma_e^2 \) can be obtained as

\[
\min(\sigma_e^2) = \frac{1}{N_d} \text{trace} \left[ \mathbf{B} \left( \mathbf{R}_{xx} - \mathbf{R}_{xy} \mathbf{R}_{yy}^{-1} \mathbf{R}_{yx} \right) \mathbf{B}^H \right]
\]

(32)

\[
= \frac{\sigma_n^2}{N_d} \text{trace} \left[ \mathbf{B} \left( \frac{1}{\text{SNR} \mathbf{I}_{N_d+L-1} + \mathbf{H}^H \mathbf{H}} \right)^{-1} \mathbf{B}^H \right]
\]

(33)

\[
= \sigma_n^2 \cdot \text{trace} \left[ \mathbf{B} \mathbf{U}^{-1} (\mathbf{U}^H)^{-1} \mathbf{B} \right]
\]

(34)

where \( \mathbf{U} \in \mathbb{C}^{(N_d+L-1) \times (N_d+L-1)} \) is a lower triangular matrix from the Cholesky decomposition. The expression (33) is based on the assumption that the input data symbols \( x_k \) are independent, i.e., \( \mathbf{R}_{xx} = E_s \mathbf{I}_{N_d+L-1} \) with \( E_s \) being the symbol energy, and \( \sigma_n^2 \) is the variance of the AWGN \( n_k \), while the signal-to-noise ratio \( \text{SNR} = E_s/\sigma_n^2 \).
Therefore, the equivalent CIR matrix \( B \) is
\[
B = U
\]
\[
W = (U^H)^{-1}H^H.
\]
From the above equations, the input–output relationship of the equivalent system can be written as
\[
(U^H)^{-1}H^H y = Ux + \varepsilon
\]
where the matrix \( U \) has a time-varying CIR energy concentrated in the first few taps. The obtained equivalent CIR matrix can then be used in the DDFSE or RSSE equalizer to estimate the original transmitted symbols. In what follows, we summarize the proposed channel-estimation and equalization algorithm in Table I.

It is important to note that the concept of Cholesky decomposition introduced in this paper demonstrates that it is possible to transform the time-varying CIR into its minimum-phase equivalent form. For efficient computational algorithms, the fast Cholesky factorization is proposed in papers [10]–[13], and the details are thus omitted here.

### IV. Computational Complexity

An important aspect of the channel-estimation algorithms is their computational complexity. In this paper, the LS algorithm (without channel tracking) given in [3], the proposed linear interpolated LS-based method, and the adaptive RLS algorithm [21] are considered for comparison.

Table II shows the required number of real multiplications and additions per pilot, and data symbols to estimate the CIR. The recursive procedures implemented in the estimation algorithms above are to avoid the matrix inversion. All of the algorithms employ the LS estimator, while the pilot-symbol blocks are used to estimate the parameters of the CIR. The LS and RLS require \( 6L^2 + 3L \) real multiplications and \( 5L^2 \) real additions per pilot symbol, and the new method requires about four times as much as that of the LS algorithm. To track the time-varying channel using the data symbols, the LS method requires 0 steps, since the CIR is assumed constant for the entire burst. The RLS algorithm requires the same number of computation operations as for the pilot symbols. However, the proposed method in this paper requires only \( L \) real multiplications and \( L \) real additions in updating the CIR for the data symbols. In the next section, it is shown that the proposed method, which is using only a small number of operations, can effectively combat the Doppler frequency up to 300 Hz.

### V. Simulation Results

In this section, simulations are carried out to evaluate the performance of the proposed channel-estimation and equalization algorithms for the EDGE system with time-varying and frequency-selective fading channels, in terms of both estimation mean-square error (MSE) and uncoded BER. The performance
is evaluated under the TU and HT channel profiles shown in Fig. 4 [2], and the simulation system is oversampled 37 times to obtain a time resolution of $T_{\text{sample}} = T_{\text{sym}}/37 \approx 0.1 \mu s$, which is the minimum differential delay of the multipath branches of the channel. The Rayleigh fading is generated according to [25], and it is independent from burst to burst. The proposed linear interpolated LS-based method estimates the time-varying CIR using the recursive procedure given in (27).

### A. MSE

Denote $J_k(l)$ as the MSE of the $l$th tap CIR at time index $k$. Assuming we have perfect knowledge of the CIR, the MSE $J_k(l)$ and the time-average MSE $\bar{J}(l)$ can be computed as follows:

$$J_k(l) = E \left[(h_k(l) - \hat{h}_k(l))^* [h_k(l) - \hat{h}_k(l)] \right] \tag{38}$$

$$\bar{J}(l) = \frac{1}{N_d} \sum_{n \in N_d} E \left[(h_k(l) - \hat{h}_k(l))^* [h_k(l) - \hat{h}_k(l)] \right]. \tag{39}$$

Fig. 5 depicts the time-average MSE at $E_b/No = 20$ dB computed by various channel-estimation algorithms under different maximum Doppler frequencies in the TU ($L = 4$) and HT ($L = 7$) profiles. It can be seen from this figure that the proposed estimation algorithm has the smallest time-average MSE when compared to that of the other two algorithms. It is obvious that the Doppler frequency has very little influence on the time-average MSE of the proposed estimation algorithm and the RLS algorithm, while the time-average MSE of the LS algorithm without the channel tracking degrades dramatically with the increase of $f_d$. From the figure, it can be concluded that the proposed algorithm can obtain a rather accurate estimation of the time-varying fading channel for a wide range of Doppler frequencies.

Note that the computation of the time-average MSE using the RLS algorithm requires the knowledge of the transmitted symbols, which in practice is unavailable. In Fig. 5, the ideal case of the RLS algorithm, which has a perfect knowledge of the transmitted symbols in the entire burst, is implemented for comparison purposes only. In the next section, the BER performance loss of the RLS algorithm is demonstrated, when the transmitted symbols are used for the nonideal channel tracking, which is the practical case.

### B. BER Performance

The simulation results for the TU channel profile are depicted in Fig. 6. The BER performance is obtained using various channel-estimation algorithms coupled with the MLSE equalizer. For the perfect channel-estimation case in the figure, it is assumed that the receiver has the perfect knowledge of all the fading channels that are computed using (4). The performance obtained from the perfect channel estimation is shown as a lower bound reference. To enable the adaptive RLS algorithm for the time-varying channel tracking, a joint estimation and equalization is implemented; the RLS estimation algorithm using a step parameter of 0.8 [21] and an MLSE equalizer with a delay output of $2L$. For the TU channel profile, the discrete-time CIR has an effective length of $L = 4$. Hence, the MLSE using the VA with $8^3$ states can be employed for a sequence estimation. When the Doppler frequency is low, i.e., $f_d = 10$ Hz, the LS and the proposed algorithms have nearly the same BER performance, which is 0.0038 at $E_b/No = 20$ dB. With an increase in Doppler frequency to 100 Hz, the BER performance based on LS algorithm degrades to 0.0087 at the same $E_b/No$. However, the BER performance for the algorithm proposed in this paper still remains the same, and thus, the proposed estimation method has about 2.5-dB gain compared to the LS algorithm. When $f_d = 300$ Hz, the CIR may exhibit parabolic behavior, and the BER performance of the LS algorithm degrades dramatically to 0.047 at $E_b/No = 20$ dB. However, there is only a minor loss for the proposed method of this paper. It is obvious that the adaptive RLS algorithm does
not work very well under the time-varying channel in the EDGE system. The performance loss is mainly due to the delayed output of the MLSE equalizer and the use of the estimated symbols, causing an error propagation in updating the time-output of the MLSE equalizer and the use of the estimated system. The performance loss is mainly due to the delayed (DDFSE).

Fig. 7. BER of LS and proposed channel-estimation algorithm employing the DDFSE \((K = 2)\) equalizer at \(f_d = 100, 200,\) and \(300\) Hz in HT profile.

VI. CONCLUSION

In this paper, a linear interpolation LS-based algorithm was presented to estimate the fast time-varying and frequency-selective fading channels of an 8-PSK EDGE system. To enable the use of the reduced-state equalizers, a Cholesky decomposition is performed prior to the equalizer to transform the time-varying CIR into its minimum-phase equivalent form. The proposed algorithm can accurately estimate various fading channels that have a wide range of Doppler frequencies (up to 300 Hz) without the use of the adaptive-tracking algorithms. In terms of the MSE and BER, it was shown via simulations that the proposed algorithm has much better performance than the LS and RLS algorithms, especially for Doppler frequency higher than 100 Hz.
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