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An HMM-Based Framework for Video Semantic Analysis

Gu Xu, Yu-Fei Ma, Member, IEEE, Hong-Jiang Zhang, Fellow, IEEE, and Shi-Qiang Yang, Member, IEEE

Abstract—Video semantic analysis is essential in video indexing and structuring. However, due to the lack of robust and generic algorithms, most of the existing works on semantic analysis are limited to specific domains. In this paper, we present a novel hidden Markov model (HMM)-based framework as a general solution to video semantic analysis. In the proposed framework, semantics in different granularities are mapped to a hierarchical model space, which is composed of detectors and connectors. In this manner, our model decomposes a complex analysis problem into simpler subproblems during the training process and automatically integrates those subproblems for recognition. The proposed framework is not only suitable for a broad range of applications, but also capable of modeling semantics in different semantic granularities. Additionally, we also present a new motion representation scheme, which is robust to different motion vector sources. The applications of the proposed framework in basketball event detection, soccer shot classification, and volleyball sequence analysis have demonstrated the effectiveness of the proposed framework on video semantic analysis.

Index Terms—Event detection, hidden Markov models (HMMs), sports videos, video semantic analysis.

I. INTRODUCTION

EFFICIENT video indexing and retrieval have emerged as challenging research problems in multimedia applications. Various features such as color, shape, texture, and motion have been used for video indexing and retrieval. However, the performance of the existing approaches to video indexing and retrieval using these features is far from satisfactory due to the gap between these low-level features and the high-level semantics presented in video data. Therefore, recent works on video indexing and retrieval have witnessed an interesting shift from low-level feature-based approaches to high-level semantic analysis.

In this paper, we argue that video semantic analysis should be decomposed into analysis at a number of granularities, instead of viewing it at a single level. To date, most existing approaches to video semantic analysis only focus on a particular semantic level. From the point of view of human cognition, however, the process of understanding is an interaction of information and knowledge at different semantic levels or granularities. For instance, when we read a book, the visual text to content understanding, the information is continually transformed and abstracted through different semantic granularities, as illustrated in Fig. 1. As a partial reproduction of human perception, automatic speech recognition also has achieved success by using constraints in several semantic granularities, e.g., phoneme, word, and language grammar. Therefore, integrating context constraints in different semantic granularities may be a key point to push on the research on video semantic analysis further.

Video signals are not arbitrary but are ruled by the continuity of contents. Comparing with the book reading example, we also could explain the continuity of contents in the form of constraints in different granularities. For example, in broadcasted sports videos, the composition of events is controlled by shot category and the sequences of shots are partially determined by game genre. More specifically, we may make an analogy with the typical speech recognition for better understanding, viz. event versus phoneme, shot versus word, and sports genre versus grammar. The basic idea of our approach is to introduce some kinds of “video grammar” to help video analysis and even general computer vision problems. However, because the semantic structure of videos, named “video grammar” also, is always under constraint and unstable in various applications, we will need a more general framework than that of the speech recognition to ensure that the approach could be applied.

In our approach, video semantic analysis may be viewed as a set of filters in different semantic granularities, which extract semantics hierarchically from visual or audio features. Consequently, we proposed a layered framework in which context constraints in different semantic granularities are represented at separate layers. With this framework, analysis tasks in different semantic granularities, e.g., event detection and shot classification, may be integrated into a single model and obtain more robust results by interacting and sharing internal information for the correlations of those tasks. There are two types of filters in this framework, namely, detectors and connectors. Detectors determine the existence and confidence of certain semantics according to low-level features, and connectors model the causalities between semantics. By assuming that the causalities between semantics follow a certain stochastic process, uni- form connectors will be built. In this paper, we adopt hidden
Markov models for efficiency to constitute uniform connectors. As shown in Fig. 2, detectors produce hypotheses on the semantics at the bottom layer, and connectors optimize the hypotheses by maximizing the probability at the top layer.

The proposed framework is a generic and extendable model for video semantic analysis. The main differences and advantages of this framework compared with existing ones are as follows.

1) A uniform solution to video semantic analysis. The proposed methodology is not tied to a specific analysis task of videos in a specific domain, but is easy to adapt to all specific analysis tasks as it converts the analysis task into modeling detectors and connectors.

2) An efficient and simple representation to context constraints. The first-order hidden Markov models (HMMs) are simple yet powerful. Therefore, in terms of implementation, complex context constraints can be efficiently built by simple connectors in a uniform manner, that is, first-order HMMs.

3) An integrated model for semantic extraction and segmentation in multiple semantic granularities. In the proposed model, a number of semantic granularities are considered together. The analysis process is integrated by probabilities, and recognition and segmentation are solved synchronously.

The remainder of this paper is organized as follows. In Section II, we briefly review the previous works on video semantic analysis and compare the proposed framework with existing HMM-based approaches. In Section III, the HMM based computational framework is described in detail. In Section IV, example applications of this novel framework are presented and discussed. All experimental results are given in Section V. Finally, Section VI concludes this paper. Moreover, possible future work is also presented in this section.

II. RELATED WORK

There have been many attempts at video semantic analysis, and some limited successes have been reported in general application domains, such as periodical motion finding work [1], [2] and temporal matching work [3]. Although those unsupervised approaches have more expansibility when dealing with general video data, the semantics extracted are limited to simple ones. Other recent work mostly focused on extracting high-level semantics in confined application domains. In this manner, video content may be modeled by supervised approaches. Such supervised semantic analysis mainly falls in three categories, namely, video genre classification, concept learning, and event detection/recognition.

The video genre is the broad class to which a video may belong, such as sports, news, and feature movies. Roach et al. [4] have classified video sequences into three predefined broad classes of genres by motions. A reliable approach was presented in [5], in which more genres have been classified. At a finer semantic level, Messer et al. [6] proposed semantic cues to classify sports videos into different types, such as tennis, swimming, and yachting. However, these classification approaches are all limited to the coarsest level of semantics.

The objective of video concept learning is trying to automatically index video content in a database by concepts, usually represented by keywords. Liu and Bhanu [7] proposed a color-based approach to learn visual concepts in videos. Bayesian networks were adopted in [8] to classify video contents according to feature sensors. In order to exploit the interrelationships of concepts, language-like model [9] and graphical model [10], [11] have been used to model the dependences between concepts. Instead of classifying key frames into several categories, shot classification may be deemed as a special case of concept learning in the clip level. Although there is a lack of general learning models for arbitrary videos, it has been widely used in specific domains, for example, news [12] and sports [13].

Events are the most important part of video semantic contents. Events represent the temporal interactions and variation that compose the story line in a video program. Because sports activities have clear semantic structure, many research efforts have been attracted on sports video analysis. Tan et al. [14] proposed a system to detect basketball events using motion vectors from MPEG streams. In the work presented in [15] and [16], events in tennis and soccer games were recognized by semantic object information, such as court-line and players locations. Zhong and Chang [17] combined the statistical model and manual verification rules for recurrent event detection, such as pitching and serving views in baseball games. The rules in these works were defined explicatively and manually. A different approach was presented in [18], in which rules were trained by an entropy-based inductive tree-learning algorithm.

Fig. 2. Overview of the proposed framework.
As another important aspect of video content analysis, context constraints have been addressed in many literatures. Due to the temporal interactions and interrelations between frames in video, HMMs are a natural and simple way to model temporal relationships. Liu and Kender [19] used HMMs to explore the structure of documentaries. Meanwhile, they also have conjectured that the parameters of trained HMM’s may represent certain semantics, named “stylistic.” As an extension of this idea, Sánchez et al. [20] proposed an unsupervised scheme for video content clustering. The approach is based on the parameters of Markov chains instead of low-level features. Rather than the relationships between video frames, Markov assumptions are also made, separately, at different levels depending on the applications. In the event level, Petkovic et al. [21] have recognized strokes in tennis by HMMs. Xie et al. [22] proposed an HMM-based approach for soccer play/break event detection. Video contents in one shot are temporally continuous, indicating that shots with similar contents may show similar temporal patterns. For example, Huang et al. [23] employed HMMs for video shot classification. The attempts at exploiting the relationships between shots by using HMMs are also reported. Wolf [24] has used HMMs to parse video programs for semantic recognition. A similar approach is adopted in [25] for slow-motion highlight detection. In order to utilize the video syntax more efficiently, multilayer HMMs have been used in [22] and [26]. Meanwhile, they also were employed for other purposes, such as modality fusing [10] or gesture abstraction [27] in video content analysis. In these approaches, isolated HMMs in different layers are connected directly or indirectly, and the final results are given by maximizing the probability of the entire model instead of certain HMM. However, few of these aforementioned approaches are able to extend to more generic analysis tasks.

The proposed framework may be similar to the aforementioned works based on HMM. However, the idea is quite different. Connectors in our proposed framework not only provide the video syntax constraints, but also represent video semantics. The video semantics in different granularities are entirely mapped to a model space composed of detectors and connectors. From the point view of applications, the framework will allow correlative tasks to be solved more efficiently by bringing them together rather than dealing with them separately.

III. HMM-BASED FRAMEWORK FOR VIDEO SEMANTIC ANALYSIS

A video program is not merely a sequence of images. The temporal context information in videos is one of significant cues for content understanding. The purpose of video semantic analysis may be of discovering the hidden states or semantics behind video signals. In this view, video signals could be looked as the observations of semantics. If we denote video signals as $O_t$ and semantics as $S_t$, therefore in terms of probabilities, the basic approach in semantic analysis may be formulized as follows:

$$S_t = \arg \max_s \Pr(s | O_t) \Pr(s | S_{t-1}, S_{t-2}, \ldots).$$  \tag{1}

Obviously, any analysis approach could be divided into two parts, that is, likelihood models $\Pr(s | O_t)$ and temporal context constraints $\Pr(s | S_{t-1}, S_{t-2}, \ldots)$, represented as detectors and connectors, respectively, in this paper. Though the form of detectors depends on features and applications, the connectors may be universal if we assume that context constraints follow a certain stochastic process. HMMs have been proven to be effective in sequential pattern analysis and have been successfully applied in speech recognition [28]. In this section, therefore, we present how to build a general framework using uniform connectors, namely HMMs.

A. Architecture of Framework

As aforementioned, to be a generic solution to video semantic analysis, the proposed framework also should be composed of two components, that is, likelihood models and context constraints. In this paper, we use the concepts of detectors and connectors to describe them precisely.

Before the detailed descriptions are given, we first introduce two terms, that is, semantic space and model space. Actually, from the point view of supervised approaches, semantics involved in a specified application are finite, which constitute the semantic space $\Psi$. An alternative denotation is $\Psi^k$, which is the subset of semantics in the $k$th semantic granularity. In addition, we virtually create a model space $M$ equivalent to the semantic space, as shown in Fig. 3. Each semantic in $\Psi$ is mapped to a submodel (detector or connectors) in $M$. For convenience, we also use $M^k$ to denote the subset of the submodels corresponding to semantics in $\Psi^k$. Obviously, there is a one-to-one relation between semantic space $\Psi$ and model space $M$. In this manner, video semantic analysis may be translated into a problem of seeking an optimal sequence of submodels in the model space.

In this mapping, we divide the semantic space into two parts corresponding to detectors and connectors, respectively, in the model space. Actually, semantics in each granularity are evidently correlated if we take into account the abstracted semantics in a higher granularity. Therefore, connectors are used to model the context constraints provided by the abstracted semantics and rule the composition of semantics at the lower granularity. However, in the lowest granularity, the relationships become much more complicated because low-level features are
involved. So, in order to make the definition of the framework more general, another kind of submodels, that is, detectors, is proposed to draw a confidence inference of certain semantics from the low-level features. In conclusion, $M^{\parallel}$ is composed of detectors and the rest are connectors.

Because the form of detectors depends on low-level features and applications, detectors could be considered as black boxes in our formulation, whose inputs are low-level features and outputs are probabilities of the presence of semantics. For connectors, a uniform definition may be achieved by inheriting from that of HMMs, that is,

$$
M^{k}_i = (\pi_{M^{k}_i}, A_{M^{k}_i}, M^{k-1}_i), \quad M^{k}_i \in M^{k}, k > 1 \tag{2}
$$

where $\pi$ is the initial probability vector and $A$ is the transition probability matrix. They are only trainable parameters in connectors. The specification of states is completely determined by $M^{k-1}$. The state number equals to $|M^{k-1}|$ and the state likelihoods are the outputs of $M^{k-1}$.

More generally, we suppose that the semantics in $\Psi$ span $n$ granularities. Therefore, the model space is also composed of $n$ layers. Fortunately, the $n$-layer model space could be considered one HMM with $\prod_{i=1}^{n} |M^{k}_i|$ hidden states. If we align the whole model with video timeline, the state dependences unrolled in time are shown in Fig. 4.

As mentioned earlier, the $n$-layer model space could be denoted as one HMM $\{S, \pi, A, B\}$, where $S$ is the set of states, $\pi$ is a vector of state initial probabilities, $A$ is a matrix of state transition probabilities, and $B$ is the collection of observation probability distribution in each state. More specifically, $\pi(s)$ is the initial probability of state $s$, $A(s_1, s_2)$ is the transition probability from state $s_1$ to $s_2$, and $B_s(O)$ is the probability of state $s$ given observation $O$. Each element $s$ in $S$ is a combination of submodels in each layer, written as $s = (s^1, s^2, \ldots, s^n)$, where $s^k$ is any element of $M^k$. The submodel $s^k(k > 1)$ is a connector, which is denoted in the form of (2). All of the parameters in the $n$-layer model may be computed according to all the submodels as follows:

$$
|S| = \prod_{k=1}^{n} |M^{k}|
$$

$$
\pi(s) = \pi(s^1, s^2, \ldots, s^n) = \prod_{k=1}^{n-1} \pi_{s^k+1}(s^k) \tag{4}
$$

$$
A(s_1, s_2) = A ((s^1_1, s^2_1, \ldots, s^n_1), (s^1_2, s^2_2, \ldots, s^n_2))
= \{ A^{k+1}_s (s^1_k, s^2_k) \prod_{k=1}^{n-1} \pi_{s^k+1}(s^k), \quad n > p \geq 2
A^{k}_s (s^1_k, s^2_k), \quad p = 1
p = \max \{ k | s^1_k \neq s^2_k, n \geq k \geq 1 \} \tag{5}
\}
$$

$$
B_s(O) = B(s^1, s^2, \ldots, s^n)(O) = s^1(O) \tag{6}
$$

where $\pi^k(s_0)$ and $A^k(s_1, s_2)$ are the parameters of the submodel $s^k$, which are defined as the initial probability of $s_0$ and the transition probability from $s_1$ to $s_2$ ($s_0, s_1,$ and $s_2$ are the elements of $M^{k-1}$), and $s^1(O)$ is the probability output of detector $s^1$ when the observation $O$ is given. Thus, we have integrated all submodels into one HMM, and the optimization may be achieved by Viterbi algorithm. When the optimal sequence of sub-models is determined, the most likely semantics in each granularity are also obtained, including temporal segmentation boundaries.

B. Submodel Training

As basic components of the proposed framework, detectors and connectors are highly coupled in recognition. From the perspective of training, however, each submodel is completely independent. In this manner, a complex model is decomposed into several simple parts, which greatly reduces the complexity of model training. The training of detectors should be trying to maximize the probability outputs with respect to training samples. However, for the various applications and available features, the implementation of detectors may quite different. Therefore, in this section, we mainly discuss the training of connectors.

As aforementioned, connectors introduce constraints on the composition of submodels at lower layer. So the objective of connectors’ training is to model the dependences between semantics at lower granularity along temporal axis. Given training samples and semantic space, the samples can be hierarchically segment into semantic clips at each granularity from the top down, as shown in Fig. 5. For a connector $M^k_i$ ($M^k_i \in M^k, k > 1$), equivalent to $\Psi^k_i$, all the clips labeled as $\Psi^k_i$ are picked out and their label sequences in the $k$-1th granularity are taken as training data. Denote the set of training samples of $M^k_i$ as $\hat{D}^{M^k}_i = \{ D^{M^k}_1, D^{M^k}_2, \ldots, D^{M^k}_C \}$. For each training sequence $D^{M^k}_j$, the $i$th element is denoted as $D^{M^k}_j(i)$, where $D^{M^k}_j(i)$ an element of $M^{k-1}$. In the maximum-likelihood formulation, the state initial probability vector $\pi$ and the transition probability matrix $A$ are calculated as follows:

$$
\pi_{M^k_i}(m) = \frac{1}{C} \left| \left\{ j \left| D^{M^k}_j(1) = m, C \geq j \geq 1 \right. \right\} \right| \tag{7}
$$

$$
A_{M^k_i}(m_1, m_2) = \frac{N(m_1, m_2)}{\sum_{m_{1 \in M^{k-1}}} N(m_1, m_{2 \in M^{k-1}})} \tag{8}
$$

$$
N_{a, b} = \left| \left\{ j \left| D^{M^k}_j(i) = a, D^{M^k}_j(i+1) = b, C \geq j \geq 1 \right. \right\} \right| \tag{8}
$$
where \( N(a, b) \) calculates the number of pairs in sequences in which \( a \) is followed by \( b \).

Although the specific implementations of detectors are not presented in this section, how to balance the payload between detectors and connectors is still critical for the overall model. The detectors should not be too strong so that the connectors have chances to correct errors caused by noises. Meanwhile, weak detectors are easy to be trained and reused in other application domains.

IV. APPLICATIONS OF THE PROPOSED FRAMEWORK

In this section, we introduce the usage of the proposed generic framework in detail. As sports activities are governed by rules, the semantics in sports videos are usually well defined. Therefore, we use sports videos as sample applications to evaluate the proposed framework. Recent work on semantic analysis in sports videos mainly focuses on three semantic granularities, i.e., events, shot categories and genres. In this work, the proposed framework has been applied to three kinds of video, one at each of three semantic granularities: basketball event detection, soccer shot classification, and volleyball sequence analysis. Since motion is the most important feature for capturing the semantic contents in video, especially for sports videos, we have proposed a novel representation of dominant motions for these sample applications. Also, instead of precisely detecting and tracking object as many other works, a statistical learning approach is adopted to build semantic models based on a set of motion filters.

A. Statistical Motion Feature

The proposed motion representations are generic and may be applied to common motion analysis for broad video content analysis. There are two key ideas in the proposed motion representation converting a video to a temporal feature sequence. First, motions between two video frames are viewed as an energy redistribution process, in which each video frame is represented by an energy distribution function. Second, a set of motion filters are designed, and each is most responsive to a certain type of dominant motion. These filters are applied to the sequence of energy distribution functions, respectively, and each response sequence presents the characteristics of certain motion pattern on time axis.

1) Energy Redistribution: This motion representation is derived from motion vector fields (MVF{s}), which are estimated by block-based motion estimation algorithms. Although the real motion in videos often cannot be accurately described in the way of MVFs, the loss is trivial compared to its efficiency. Particularly, if videos are in MPEG format, the motion vector fields are readily available. The proposed representation views motion vectors as the forces to alter the distribution of “energy” associated with each block from which one motion vector is extracted, and measures the distribution change between two frames by an energy redistribution function.

More specifically, each block in MVFs is viewed as a basic energy container. We assume that all of blocks in the initial frame have the same amount of energy. Motion vectors are figured as the outside forces that cause energy exchange between blocks, as show in Fig. 6. Therefore, the change of energy distribution may reflect motion characteristics.

The redistribution of energy depends on the corresponding position in the next frame. The energy at \( block(x, y) \) is denoted by \( E_{x,y} \). The energy redistribution function is represented as

\[
E'_{x,y} = \frac{\sum (\text{overlap} S_{i,j,x,y} \times E_{i,j})}{W_b^2}, \quad i, j \in [1, W_b] \tag{9}
\]

where \( \text{overlap} S_{i,j,x,y} \) denotes the overlap portion of the rectangular regions corresponding to \( block(i, j) \) in the previous frame and \( block(x, y) \) in the current frame, and \( W_b \) is the size of blocks. If a block moves out of the frame boundary, in order to keep the same amount of energy, we decrease the magnitude of vector to ensure the block is just in frame.

2) Motion Filters: In order to discover temporal motion patterns, we need to convert such measure of energy distribution function into temporal motion features. For this purpose, we have designed a set of motion filters, each of which is a weight matrix with the same size as blocks divided in video frames. Elements in the weight matrix are denoted by \( w_{i,j} \). When we
apply each of these filters to the energy distribution of a video frame, the response in a frame is defined as

$$E_R = \sum_{i,j} E_{i,j} \times w_{i,j}, \quad i, j \in [1, W_b]. \quad (10)$$

By arranging elements in a weight matrix with different values, we may design filters with different sensitivities to different motion patterns. As shown in Fig. 7, each plot (b) contains three curves, i.e., time series of the responses to three filters. The key-frame of the corresponding video clips are shown in (a), and the filters used and result in strong responses (indicated by bold curves) are listed in (c). The crests on curves indicate the presence of salient motions, and the type and shape of crests show the direction and characters of the motions.

3) Sequential Feature Curves: Like in audio signal processing, a sliding window is used in calculating motion features of a video sequence. The first frame in the window is the initial frame with even energy distribution. Then, the energy redistribution function (9) is applied to frames in the window one by one, until the last frame is reached. This process produces a sequence of energy distribution functions. Each function is filtered by three motion filters, respectively, to produce three sequences of responses, as defined by (10). We calculate the means of three response sequences within sliding window separately and use them to present the motions simply but effectively. The three motion filters are designed to detect three kinds of dominant motions, say, horizontal, vertical, and radial, respectively, as shown in Fig. 7. The width of the sliding window and the sampling frequency (defined by the number of skipped frames when the window slides) determine the accuracy of results. Therefore, it is easy to balance computational complexity and performance by adjusting the two parameters.

B. Applications to Sports Videos

In this section, the applications to sports videos will be discussed in detail. According to the proposed motion features, a direct approach to detector design is a single Gaussian model. Although simple detectors have more tolerance on noises, a single Gaussian model may be too simple to model meaningful semantics, which leads to an inconvenience of manual annotation. Therefore, we have to find those "hidden" detectors through the semantics in a higher granularity. Fortunately, if we consider the detector layer and the first connector layer together, we obtain the common HMMs [28], named compound connectors. In this manner, we only need to determine the number of detectors for each abstracted semantic, that is, the number of states of each connector in the second layer. So, the detectors at the bottom layer and the connectors at the second layer are trained together. In our implementation, the same architecture will be used in all sample applications. It must be mentioned that the form of detectors is not limited to a single Gaussian model what is used in this paper.

Although sample applications have different focuses in research, the proposed framework, a general solution to video semantic analysis, is implemented in a similar manner. In the
feature part, only the proposed motion representation is used, except the soccer application. Three filters presented in Section III-A, which are sensitive to horizontal, vertical, and radial motions, respectively, are employed to generate three motion curves. In theory, they are complete for any dominant motion that may be regarded as a linear combination of the three-directional motions. Because some temporal patterns are only distinct in the differential curves, we combine three original and three differential curves, and one six-dimensional vector is used as observation vector and input into compound connectors. In training process, video sequences are manually annotated and segmented at each granularity. The video clips at the lowest granularity are the training samples of compound connectors and the sequences of semantics in each granularity are used to build regular connectors described in Section III-B. After all submodels are trained independently, the integrated model constituted by submodels is able to segment the test sequences into separate clips and annotate those clips in different granularities. In this manner, video sequence may be automatically converted into a number of semantic sequences at different granularities. By using the information of semantic sequences, such as in sports videos, users are allowed to quickly locate the clips of interests from a long video sequence based on semantics and further customize the highlight generated by computers.

1) Basketball Event Detection: Most of existing works on event detection assume that video sequences are presegmented into clips and each clip contains only one event. Our approach is different. In the proposed framework, our goal is to find an optimal sequence of semantics to explain video content. Therefore, the tasks of our framework are not only recognition but optimal sequence of semantics to explain video content. There- fore, the tasks of our framework are not only recognition but optimal sequence of semantics to explain video content. There-

In this application, the optimization is achieved at shot level. That is, the model segments each shot into event clips independently. The results of basketball event detection given by our system are the event sequences of shots, including event boundaries.

2) Soccer Shot Classification: Soccer is one of the most popular worldwide sports and attracts a great deal of research attentions [13], [22]. Play/break status in soccer videos is important information for soccer video analysis, in which shot classification is a key technology [22]. Therefore, we also applied this framework to soccer shot classification. Although the granularity of shot categories is higher than that of events, we still define coarse semantics at event level to increase the overall toleration of shot variations. The semantic space and corresponding model space in soccer shot classification are shown in Table II.

The detailed implementations of the framework have been presented at the beginning of this section. However, how to de-}

<table>
<thead>
<tr>
<th>Layer</th>
<th>Sub-models</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rd</td>
<td>Connectors, (HMM)</td>
<td>Basketball Shot</td>
</tr>
<tr>
<td>2nd</td>
<td>Connectors, (HMM)</td>
<td>16 Pre-defined Basketball Events</td>
</tr>
<tr>
<td>1st</td>
<td>Detectors, (Single GM)</td>
<td>Hidden Semantics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer</th>
<th>Sub-models</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>4th</td>
<td>Connectors, (HMM)</td>
<td>Soccer Video Sequence</td>
</tr>
<tr>
<td>3rd</td>
<td>Connectors, (HMM)</td>
<td>7 Pre-defined Soccer Shot Categories</td>
</tr>
<tr>
<td>2nd</td>
<td>Connectors, (HMM)</td>
<td>12 Pre-defined Soccer Sub-semantics</td>
</tr>
<tr>
<td>1st</td>
<td>Detectors, (Single GM)</td>
<td>Hidden Semantics</td>
</tr>
</tbody>
</table>
                                                                                                

<table>
<thead>
<tr>
<th>Layer</th>
<th>Sub-models</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>4th</td>
<td>Connectors, (HMM)</td>
<td>Volleyball Video Sequence</td>
</tr>
<tr>
<td>3rd</td>
<td>Connectors, (HMM)</td>
<td>8 Pre-defined Volleyball Shot Categories</td>
</tr>
<tr>
<td>2nd</td>
<td>Connectors, (HMM)</td>
<td>14 Pre-defined Volleyball Events</td>
</tr>
<tr>
<td>1st</td>
<td>Detectors, (Single GM)</td>
<td>Hidden Semantics</td>
</tr>
</tbody>
</table>

V. EXPERIMENTS

Before experimental results and discussions are given, we first present the evaluation of the proposed motion features. All three applications are based on this motion features, hence the feature performance is critical to any further applications.

A. FEATURE EFFECTIVENESS STUDY

In Section III-A, we proposed a novel representation of dominant motions which are derived from MVFs. However, different block matching algorithms produce different MVFs. Although the full-search strategy is employed to obtain MVFs in basketball application, it is extremely time-consuming. Therefore, our goal is to find a balance point between computational complexity and recognition performance in the following experiments. We use basketball application to characterize the changes of recognition performance when different sources of MVFs are employed.

Three MVFs obtained by three different ways are studied in this experiment. The first one is full-search strategy, which emphasizes accuracy and disregards speed. The second is the diamond-search strategy [30], which pays attention to both accuracy and speed, and the last one is the MVFs directly extracted from MPEG-I streams, specifically, P-frame motion vectors. Though a variety of block matching algorithms may be used in the MPEG-I coding systems, all of them are highly accelerated for real-time compression with a compromise on accuracy. Usually, there are three types of frames in MPEG-I streams, namely, I-frames, P-frames, and B-frames. As P-frames are not continuous and the interval is variable, we fill the "blanks" between P-frames to make the P-frame MVFs usable for our experiment. In normal MPEG-I streams, frame sequences always begin with an I-frame and end with a P-frame, which means each "blank" sequence is followed by a P-frame. Supposing there are \( n \) continuous "blank" frames preceded by a P-frame, the MVFs of the \( n + 1 \) frames, including \( n \) "blank" frames and a posterior P-frame, are equal to MVF\(_P\) for \( n \), where MVF\(_P\) denotes the MVF of the posterior P-frame.

Total test video sequences have been composed of six sessions of basketball games, about 15 min each. Two sessions were used for training and the remains for testing. All sequences were segmented into shots and further labeled with predefined events. Event transcriptions of test sequences were used as ground truth. According to the three aforementioned MVFs, three different recognition results were obtained based on the same training and test data. As event transcriptions are given as final recognition results, it is not reasonable to compare them with ground-truth by orderly one by one matching. We need to deal with the cases of the event insertion, deletion and replacement. A dynamic-programming (DP) approach, similar
TABLE IV
RECOGNITION PERFORMANCE USING DIFFERENT MVFS

<table>
<thead>
<tr>
<th>Clip</th>
<th>Full-search</th>
<th>Diamond-Search</th>
<th>MPEG-I Stream</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cor.</td>
<td>Acc.</td>
<td>Cor.</td>
</tr>
<tr>
<td>I</td>
<td>70.65%</td>
<td>19.74</td>
<td>73.17%</td>
</tr>
<tr>
<td>II</td>
<td>76.59%</td>
<td>19.63</td>
<td>73.36%</td>
</tr>
<tr>
<td>III</td>
<td>71.21%</td>
<td>19.55</td>
<td>74.24%</td>
</tr>
<tr>
<td>IV</td>
<td>77.82%</td>
<td>19.28</td>
<td>75.16%</td>
</tr>
</tbody>
</table>

TABLE V
EVALUATION OF BASKETBALL EVENT DETECTION

<table>
<thead>
<tr>
<th>Shot Num</th>
<th>Assessment</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Good</td>
<td>Mod.</td>
</tr>
<tr>
<td>85</td>
<td>576</td>
<td>156</td>
</tr>
<tr>
<td>441</td>
<td>3385</td>
<td>918</td>
</tr>
<tr>
<td>532</td>
<td>3822</td>
<td>1093</td>
</tr>
<tr>
<td>699</td>
<td>3201</td>
<td>885</td>
</tr>
<tr>
<td>470</td>
<td>2990</td>
<td>758</td>
</tr>
<tr>
<td>359</td>
<td>1500</td>
<td>321</td>
</tr>
<tr>
<td>2586</td>
<td>15474</td>
<td>4131</td>
</tr>
</tbody>
</table>

verified that the proposed features are robust to various MVFs in terms of segmentation. The correctness of diamond-search is not higher than that of full search, but more stable. Therefore, the diamond-search algorithm, designed based on the matching probability distribution, is likely to produce true motion vectors under noises. In conclusion, the diamond-search algorithm is the best solution to the proposed motion features at aspects of both performance and computational complexity.

B. Evaluation of Basketball Event Detection

The total duration of our experimental basketball videos is more than 6 h and over 2500 shots, including MPEG-7 test videos. About 20 sample clips have been used to train each compound connector and 380 event transcriptions to build the top-layer connector.

Considering the ambiguity of semantics, we have carried out evaluation experiments by user study. A web-based evaluation system has been designed for user assessment from the website. The subjects were invited and required to score computer-generated results online. In our evaluation system, the event information was extracted from the database and presented to users by speeches and texts simultaneously when an event was emerging. At each end of shots, the subjects were required to select an assessment: good, neutral, or bad. If a subject thinks the current shot cannot be described by our predefined events, he/she is allowed to refuse the assignment. We define the rate of users’ satisfaction as follows:

$$SatRate = \frac{N_{Good} \cdot 100 + N_{Neutral} \cdot 50}{N_{Good} + N_{Neutral} + N_{Bad}} \cdot 100\%$$

where $N_{Good}$ is the number of the “good” assessments, $N_{Neutral}$ is the number of the “neutral” assessments, and $N_{Bad}$ is the number of the “bad” assessments. In total, 15 subjects were involved in this experiment. The results of user study are listed in Table V, which indicates that the predefined events are reasonably complete, as only 1.35% assignments were refused by subjects. The average user satisfaction rate approaches 75%, which indicates that our framework is effective for basketball event detection.

C. Evaluation of Soccer Shot Classification

Three soccer matches have been used in this evaluation, in which one match (about 76 min) was for training and the other two matches (about 3 h) for testing. Based on the conclusion of the feature study, we adopted the diamond-search approach...
to extract motion vectors. In this manner, the speed of feature extraction is tripled approximately. As the shots in soccer videos change frequently, the training data for subsemantics and shot categories are adequate. We have obtained more than 20 sample clips to train each subsemantic model and over 700 subsemantic transcriptions of shots to build connectors at upper layers.

In this application, subsemantics are only defined as middle steps between low-level features analysis and high-level shot categorization. Though subsemantic transcriptions are also given in recognition results, we do not take them as a part of the result evaluation. Because shot boundaries are determined before recognition, we need not concern the accuracy of segmentation. Meanwhile, the semantic granularity of shot categories is relative high, so the divergences on shot classification may not be distinct. We manually labeled each shot in test sequences as ground truth and used precision rate and recall rate to evaluate recognition results. The results are given in Table VI.

From this table, we can see that both the precision rate and recall rate are satisfactory. As motion patterns in wipes are most distinguishable, the highest score has been obtained in this category. Wide-angle, zoom-in, and close-up, which are helpful for the determination of play/break status in games, are also well classified. In conclusion, the experimental results have demonstrated the good capability of the proposed framework in shot classification.

### D. Evaluation of Volleyball Sequence Analysis

In volleyball application, two sessions (about 40 min) are used for training, and seven sessions (about 110 min) for testing. Because the occurrences of different events are extremely uneven, we cannot obtain adequate samples for some events though 40-min videos are employed. However, most of the compound connectors are well trained by at least 10 samples. More than 400 event transcriptions of shots are utilized to build connectors at upper layers.

The recognition results are composed of two parts, e.g., subsemantic transcriptions for event detection/segmentation and shot category transcriptions for shot classification. We evaluate the two parts of recognition results, respectively, with the similar schemes in basketball and soccer applications. In the evaluation experiment for event transcriptions, 10 subjects were invited for assessment. The experimental results of shot classification and event detection are listed in Tables VII and VIII, respectively.

Comparing Table VII with Table VI, it is evident that better performance on shot classification is obtained in this application. However, the recall rate of zoom-in is only 58.8%, which is much lower than that of the other categories. Unlike in soccer videos, zoom-in shots are rare in volleyball videos, which may result in insufficient training of the related submodels. As aforementioned, each shot category also preserves which is the serving team. We use this information to predict the scores of match teams. The predict error is no more than two points for each team in our experiment, which shows that the serving team information can also be effectively extracted.

In Table VIII, only 0.5% of assignments are refused by subjects, which is much fewer than that in basketball analysis. It is because more comprehensive events can be detected by the integrated model. The average user satisfaction exceeds 76%, which is also higher than that in basketball. Usually, the finer event category results in lower satisfaction rate due to more recognition errors. However, a higher score has been obtained though the predefined events in volleyball are finer than those in basketball. In general, we can conclude that semantics at different granularities may be more efficiently modeled by the proposed framework than those dealing with them separately. The reason is that the recognition results given by the integrated model are optimized in a broader model space.

### VI. Conclusion

In this paper, we have presented a novel HMM-based framework as a generic solution to video semantic analysis. There are three advantages in the proposed framework compared to existing work: 1) it is a uniform solution to video semantic analysis; 2) an efficient and simple representation is proposed to sufficiently utilize context constraints in video sequences; and 3) it is an integrated model for semantic recognition and segmentation in multiply semantic granularity. Specifically, in the proposed framework, the semantics at different granularities are
mapped to a hierarchical model space which is composed of detectors at bottom layer and connectors at upper layers. Detectors are application-dependent models which convert low-level features to weak hypotheses of semantics. On the other hand, connectors, a kind of HMM, are universal models, which optimize those hypotheses from detectors or connectors at lower layer according to context constraints. In this manner, the proposed model decomposes a complex issue into simple subissues represented by detectors or connectors when training and automatically integrates those submodels for recognition. The applications to basketball event detection, soccer shot classification and volleyball sequence analysis have demonstrated that the proposed framework is not only suitable for a broad range of applications, but also capable of handling semantics at different granularities. Another contribution of this paper is the robust temporal motion representation scheme. The evaluation experiments have validated the effectiveness of this motion representation. Moreover, the robustness of this representation is also testified by the performance study.

The proposed framework is open and extendable. Rather than the single Gaussian model, various generative models may be used as detectors, such as mixture Gaussian Model and Bayesian networks, for better performance in specific application domain. However, weak detectors are still expected in terms of the performance of whole model.
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